### Abstract

Satellite and street view images are widely used in various disciplines as a source of information for understanding the built environment. In natural hazard engineering, high-quality building inventory data sets are crucial for the simulation of hazard impacts and for supporting decision-making. Screening the building stocks to gather the information for simulation and to detect potential structural defects that are vulnerable to natural hazards is a time-consuming and labor-intensive task. This paper presents an automated method for extracting building information through the use of satellite and street view images. The method is built upon a novel transformer-based deep neural network we developed. Specifically, a multidomain learning approach is employed to develop a single compact model for multiple image-based deep learning information extraction tasks using multiple data sources (e.g., satellite and street view images). Our multidomain Vision Transformer is designed as a unified architecture that can be effectively deployed for multiple classification tasks. The effectiveness of the proposed approach is demonstrated in a case study in which we use pretrained models to collect regional-scale building information that is related to natural hazard risks. DOI: 10.1061/(ASCE)CP.1943-5487.0001034. © 2022 American Society of Civil Engineers.

### Introduction

The aftermath of a natural hazard, such as an earthquake or a tropical cyclone, may significantly impact a city, causing damages to buildings and infrastructures, casualties, and economic losses. According to the National Oceanic and Atmospheric Administration (NOAA), weather-related disasters, mainly due to tropical cyclones (also known as hurricanes), have caused the most deaths and destruction among all types of natural disasters, resulting in more than $22 billion loss in 2020 in the United States alone (NCEI 2021). Furthermore, over the past couple decades, earthquakes and tsunamis have led to nearly 750,000 lives lost (Wallemacq and House 2018).

Buildings are the most vulnerable asset of the built environment affected by a natural hazard. Postdisaster assessments are usually performed to evaluate the building damage level and reduce the risk to responders (Torok et al. 2014; Zhu et al. 2011; Wang et al. 2020b; Zhou et al. 2016b). More importantly, for natural disaster preparedness programs, predisaster screening of the vulnerabilities of buildings is often the first task (Wang et al. 2021a; ATC 1988).

Predisaster screening relies on knowledge of existing building stock. For example, a three-dimensional (3D) map of downtown Victoria, British Columbia, Canada, was created to understand the predisaster building representations (Kucharzyk and Hugenholtz 2019). Such screening processes are usually based on visual cues that indicate potential deficiencies in the structures (ATC 1988). However, the manual and labor-intensive screening process is costly and time consuming for government agencies and, in addition, poses a significant economic burden on the residents (Wang et al. 2021a). An automated, cost-effective approach that can facilitate building vulnerability investigation would be desirable.

The availability of images collected via remote sensing has been a popular source for extraction of building information (Zhang 1999; Hamaguchi and Hikosaka 2018; Ivanovsky et al. 2019; Yu et al. 2020; Wang et al. 2021a) and for natural hazard-related analyses (Joyce et al. 2009; Patino and Duque 2013; Poursanidis and Chrysoulakis 2017; de Beurs et al. 2019). Meanwhile, because of their availability and the rich visual information, another type of imagery data, street view images, have attracted significant attention from researchers and have emerged as a much-sought-after resource. Potential uses of street view images have been demonstrated for a wide variety of applications, ranging from predicting housing prices (Bency et al. 2017; Law et al. 2018) to evaluating the safety of neighborhoods (Naik et al. 2014; Liu et al. 2017). Street view images have also been shown useful for rapid screening of certain structural vulnerabilities, such as soft story of buildings (Yu et al. 2020).

The past several years have witnessed significant progress in deep learning (DL) technologies, which have been embraced by the computer vision community. DL techniques, e.g., deep convolutional neural networks (CNNs), have been applied in various fields of civil and natural hazard engineering and achieved impressive performance (Gao and Mosalam 2018; Wang et al. 2018, 2020a; Cha et al. 2018; Guo et al. 2020; Czerniawski and Leite 2020). However, directly applying CNNs to satellite or street view images faces a number of issues. First, each image typically has multiple...
objects that introduce noises into the training process. Second, the object of interest, such as the roof of a building, may only occupy a small portion of the whole image. CNNs designed for image classification have no built-in capability to accurately locate a specific object of interest in the image (Wang et al. 2017). Third, while training CNNs from scratch needs a large number of labeled images, the cost of labeling and annotating satellite or street view images is prohibitive and limits the number of labeled data (Wang et al. 2020c).

Attention networks (Zheng et al. 2017; Wang et al. 2017; Woo et al. 2018) have been proposed to improve conventional CNNs with additional attention modules to refine the feature map of the CNNs by focusing on the part of the image that is critical for the specific task of interest. Recently, the Vision Transformer (Dosovitskiy et al. 2020) was proposed as an image classification architecture that relies only on attention modules and has no convolutional layers. With the attention modules, the Vision Transformer is particularly suitable to address the limitations of CNNs for street view or satellite images, i.e., to extract specific objects of interest in the images. However, the model size of the Vision Transformer is significantly larger than the conventional CNNs, requiring additional cost for training and storing the model.

In this work, we leverage a pretrained Vision Transformer as the backbone network for extracting relevant information from satellite and street view images for natural hazard analysis. As a demonstration, we tackle two tasks related to building information extraction: classification of roof types based on satellite images and identification of soft story from street view images. Instead of training one model for each task, we exploit the idea of multidomain learning (Rebuffi et al. 2017, 2018) to train a single Vision Transformer for both tasks with images from two disparate (satellite and street view) sources as shown in Fig. 1. Specifically, we employ the pretrained Vision Transformer on the ImageNet data set (Deng et al. 2009) as the backbone network. For each task, we adjust the layer-normalization layers (Ba et al. 2016) in the pretrained network. Our method is thus termed adaptive layer normalization (AdaLN). Compared to the baseline method, the proposed approach can maintain the same model accuracy but only needs 50% of the parameters. Because of the scalability of the proposed architecture, a number of tasks that involve satellite and street view images can be effectively represented and executed with a single compact model.

The motivation of using DL methods for examining the natural hazard risks of buildings from images is to save time and reduce human errors in large-scale or high-frequency tasks. However, traditional CNN-based DL methods encounter difficulties dealing with multiple aforementioned issues. To this end, we propose a transformer-based architecture that is different from traditional CNN-based methods. The contributions of this work are threefold: (1) this study, to the best of our knowledge, represents the first effort toward developing a Vision Transformer-based framework for automatic soft-story structure classification and roof-type classification; (2) we propose a multidomain Vision Transformer architecture that can deal with multiple tasks involving satellite or street view images with a compact architecture; and (3) the effectiveness of the AdaLN method is demonstrated on a real-world-use case study for natural hazard analysis.

**Related Work**

**Vision-Based Predisaster Risks Examination**

Vision-based examination has been widely adopted in building risk analysis. For example, roof type is crucial information for evaluating wind effects on structures. Fragility analyses show that different roof types could result in significant variations in the probability of damage state exceedance (FEMA 2018). In a recent study, vision-based examination of roofs is successfully implemented for hurricane risk analysis of buildings (Wang et al. 2021a). In another instance that dates back to three decades ago, the Applied Technology Council (ATC) published *FEMA 154* (ATC 1988), a guidebook for assessing the seismic performance of structures by employing a scoring scheme based on visual examinations. The scoring scheme provides the earthquake engineering community with a cost-effective way to analyze the seismic resistance of a vast stock of buildings, without accessing the buildings but instead mainly based on the visual cues manifested at building exteriors. The scoring system has been used broadly for evaluating structures in countries and regions prone to destructive earthquakes (Karbassi and Nollet 2007; Wallace and Miller 2008; Srikanth et al. 2010; Saatcioglu et al. 2013; Perrone et al. 2015; Ploeger et al. 2016; Ningthoujam and Nanda 2018).

Fig. 1. Different approaches for information extraction from building images: (a) the baseline approach needs to train separate models for extracting different information from the building, which incurs large costs for training and storing the models; and (b) our proposed approach trains a single multidomain model for all the tasks with comparable accuracy to the baseline approach.
The intuition behind vision-based risk examination methods is that, to a considerable degree, the performance of a built structure depends on its construction type and material, geometric irregularities, maintenance conditions, etc., and such information can be visually inferred from the exterior of the structure. Although visual examination of building risks has been widely adopted, such examination can be expensive and error-prone (due to reasons such as fatigue or neglect) as it can be labor-intensive when examining a vast number of buildings. Decisions can also be subjective, potentially leading to diverging interpretations and erroneous results. To this end, an alternative procedure for automatically evaluating the risks and solely relying on the attention mechanism, it has emerged as a powerful alternative architecture for CNN in computer vision. There have been abundant studies on improving the Vision Transformer from different aspects such as utilizing distillation (Touvron et al. 2020), pyramid architecture (Wang et al. 2021b), and combining with convolutions (Wu et al. 2021). The recently proposed Vision Transformer (Dosovitskiy et al. 2020) has questioned the need for convolutional layers for image classification. Due to the model size of the transformer architecture, there is also a line of work trying to compress or quantize the model (Bhandare et al. 2019).

**Transformer**

The transformer (Vaswani et al. 2017) is a sequence transduction model that is first proposed for natural language processing (NLP). Different from conventional or recurrent neural networks (Lipton et al. 2015), the transformer only relies on attention mechanisms to extract dependency relations between input and output. The transformer has achieved state-of-the-art results on several NLP tasks (Vaswani et al. 2017). Besides NLP, transformer-based models have been utilized in recommendation systems (Sun et al. 2019). CNN has been the dominant architecture in computer vision since 2012. However, CNNs are known to have limitations in long-range relation modeling, caused by the intrinsic convolution operation locality (Linsley et al. 2018). Hence, CNNs generally perform less exceptionally for visual structures that show large variations in terms of size, texture, and shape (Geirhos et al. 2018), which are common in various imagery domains, including satellite and street view images. A self-attention mechanism is found to be able to overcome this limitation. Because the transformer is an architecture that entirely and solely relies on the attention mechanism, it has emerged as a powerful alternative architecture for CNN in computer vision. There have been abundant studies on improving the Vision Transformer from different aspects such as utilizing distillation (Touvron et al. 2020), pyramid architecture (Wang et al. 2021b), and combining with convolutions (Wu et al. 2021). The recently proposed Vision Transformer (Dosovitskiy et al. 2020) has questioned the need for convolutional layers for image classification. Due to the model size of the transformer architecture, there is also a line of work trying to compress or quantize the model (Bhandare et al. 2019).

**Multidomain Learning**

The model size of CNNs incurs heavy costs for training and storing the model. To this end, multidomain learning is proposed as a way to create a single model to classify images from multiple visual domains in order to save costs (Rebuffi et al. 2017, 2018). Bilen and Vedaldi (2017) shows that a single neural network can be trained for multiple image domains by only fine-tuning the instance normalization layer (Ulyanov et al. 2016). Rebuffi et al. (2017, 2018) proposed universal parametric families containing a small number of task-specific parameters for multidomain learning. Rosenfeld and Tsootsos (2017) proposed deep adaptation networks (DAN) that have the constraint that the filter for the new domain is a linear combination of the existing ones trained on old domains. In Guo et al. (2019), the authors proposed a multidomain learning architecture based on depthwise separable convolution (Chollet 2017). The proposed architecture can reduce the number of parameters by 50% compared with the state-of-the-art approach. Multidomain learning can promote the application of DL-based vision models because it reduces engineers’ effort to train new models for new visual domains.

**Preliminary**

**Multidomain Learning**

Multidomain learning aims at creating a compact model for multiple tasks. Consider a set of $N$ tasks $\{T_1, T_2, ..., T_N\}$, each task $T_i$ consists of a triplet $\{X_i, Y_i, P_i\}$. $X_i \in \mathbb{R}^{C_i \times H_i \times W_i}$ is the image space, where $C_i$ is the number of image channels, $H_i$ is the height of the image, and $W_i$ is the width of the image. $Y_i \in \{1, 2, ..., L_i\}$ is the label space, and $L_i$ is the maximum label index. $P_i(x, y)$ is the joint probability distribution of image $x \in X_i$ and label $y \in Y_i$.

Given a deep neural network $f_i(x) : \mathbb{R}^{C_i \times H_i \times W_i} \rightarrow \{1, 2, ..., L_i\}$ and the cross-entropy loss function $c$, the expected risk of $f_i(x)$ can be computed as follows:

$$R_i = \mathbb{E}_i [c(y, f_i(x))] = \int c(y, f_i(x)) dP_i(x, y)$$

The standard way for tackling all the $T$ tasks is to train one model for each task $T_t$. However, with the standard approach the total model size scales linearly with the number of tasks. The goal of multidomain learning is to design neural network architecture such that the total model size scales sublinearly with respect to the number of tasks. The general strategy of multidomain learning is to design task-agnostic parameters that can be shared across all the tasks and add task-specific parameters for each particular task. The goals of multidomain learning can be summarized as: (1) maintain the model accuracy across all the tasks; (2) maximize the number of task-agnostic parameters; and (3) minimize the number of task-specific parameters.

**Transformer**

The transformer (Vaswani et al. 2017) is a special kind of attention neural network that does not rely on convolutional layers. The transformer is first used in NLP, in which each word in the sentence is converted into a word embedding for encoding the meaning of the word (Mikolov et al. 2013). The input of the transformer is the word (Mikolov et al. 2013). The input of the transformer is
The Vision Transformer (Dosovitskiy et al. 2020) is a recently proposed architecture for image classification based on the language transformer. For the experiments, we use the base Vision Transformer architecture with $16 \times 16$ input patch size (Dosovitskiy et al. 2020). The input image $x$ is reshaped to be a list of two-dimensional patches of size $16 \times 16$. A fully connected layer is applied on the image patches to obtain patch embeddings $E_x$. There are a total of 12 attention modules. Each attention module $A_i$ consists of two layer-normalization layers, one self-attention layer, and a multilayer perceptron that applies a nonlinear transformation on the output of the layer-normalization layer. The architecture of the attention module is shown in Fig. 2. The network ends with a softmax layer that normalizes the output of the attention modules using the softmax function in Eq. (3) for classification. The loss function is the following cross-entropy loss

$$
\ell(y, \hat{y}) = -y \log(\hat{y})
$$

where $y$ = one-hot representation of the ground truth label; and $\hat{y}$ = output of the softmax layer. It is worth noting that there are no convolutional layers in the Vision Transformer. In essence, the attention can be interpreted as a vector that indicates the correlation of one pixel with other pixels. To make a prediction of one pixel, the attention module takes the sum of the values of other pixels weighted by the attention as the approximation. With the self-attention layers, the network focuses on the part of the image that is most critical for the task.

**Proposed Method**

Our goal is to extract various aspects of 3D buildings with a single compact Vision Transformer as shown in Fig. 1. We introduce a multidomain Vision Transformer called AdaLN for satellite and street view image information extraction in natural hazard risk analysis. First, we introduce the network architecture of the Vision Transformer, which is used as the backbone network. Second, we introduce the details of the proposed approach for learning with multiple domains with a single Vision Transformer. Last, we analyze the model size of the proposed approach compared with several baselines.

**Network Architecture**

The Vision Transformer (Dosovitskiy et al. 2020) is a recently proposed architecture for image classification based on the language transformer. For the experiments, we use the base Vision Transformer architecture with $16 \times 16$ input patch size (Dosovitskiy et al. 2020). The input image $x$ is reshaped to be a list of two-dimensional patches of size $16 \times 16$. A fully connected layer is applied on the image patches to obtain patch embeddings $E_x$. There are a total of 12 attention modules. Each attention module $A_i$ consists of two layer-normalization layers, one self-attention layer, and a multilayer perceptron that applies a nonlinear transformation on the output of the layer-normalization layer. The architecture of the attention module is shown in Fig. 2. The network ends with a softmax layer that normalizes the output of the attention modules using the softmax function in Eq. (3) for classification. The loss function is the following cross-entropy loss

$$
\ell(y, \hat{y}) = -y \log(\hat{y})
$$

where $y$ = one-hot representation of the ground truth label; and $\hat{y}$ = output of the softmax layer. It is worth noting that there are no convolutional layers in the Vision Transformer. In essence, the attention can be interpreted as a vector that indicates the correlation of one pixel with other pixels. To make a prediction of one pixel, the attention module takes the sum of the values of other pixels weighted by the attention as the approximation. With the self-attention layers, the network focuses on the part of the image that is most critical for the task.

**Learning Multiple Tasks**

Although the Vision Transformer can obtain higher accuracy than the conventional CNN, it has many more parameters that need to be trained. In particular, compared with ResNet-50 (He et al. 2016), the base Vision Transformer contains four times more parameters. For the considered two tasks, training one separate model for each task would incur heavy costs for storing the models. This might not be a big issue for a small research project. But it is particularly undesirable for large research projects and industry projects, where there could be multiple tasks that need to be handled in a timely manner, which means that the number of parameters grows linearly with respect to the number of tasks. Instead, we propose a multi-domain Vision Transformer that trains one model for all the tasks in order to save the cost for training and storing the models.

The proposed approach is based on the intuition that only the layer-normalization layers trained on the source task, i.e., ImageNet, need to be adjusted for each target task. Given a minibatch of vectors $\{x_1, x_2, ..., x_M\}$, each $x_i$ is a vector of size of $K$ that is the output of an intermediate layer in the network. For simplicity, we only consider fully connected layer here. Define $I = \{1, 2, ..., M\}$, for each $i \in I$, we can compute the mean $\mu_i$ and variance $\sigma^2$ of $x_i$ as follows:

\[ \mu_i = \frac{1}{M} \sum_{j=1}^{M} x_{ij} \]

\[ \sigma^2 = \frac{1}{M} \sum_{j=1}^{M} (x_{ij} - \mu_i)^2 \]
\[
\mu_i = \frac{1}{K} \sum_{k=1}^{K} x_{i,k} \\
\sigma_i^2 = \frac{1}{K} \sum_{k=1}^{K} (x_{i,k} - \mu_i)^2
\]

(5)

The sample \( x_j \) is then normalized as follows:
\[
\tilde{x}_{i,k} = \frac{x_{i,k} - \mu_i}{\sqrt{\sigma_i^2 + \epsilon}}
\]

(6)

where \( \epsilon \) = small number used for numerical stability. The normalized feature is then transformed as follows:
\[
o_i = \gamma \tilde{x}_i + \beta
\]

(7)

where \( \gamma \) and \( \beta \) = learnable layer-normalization parameters. The layer-normalization layer can be used to stabilize the hidden state dynamics during training neural networks (Ba et al. 2016). Intuitively, the layer-normalization parameters capture the statistics of the source task, i.e., the ImageNet data set. When the model is repurposed for another task, it is necessary to adjust the layer-normalization parameters. In the paper, we find that it is possible to only adjust the layer-normalization parameters while keeping the rest of the layers fixed for the target task. Essentially, by adjusting the layer-normalization parameters, the self-attention layers trained on the source task can be reused on the target task regardless of the domain shift between natural images and satellite images. While the base Vision Transformer has around 86 million parameters, there are only around 40,000 layer-normalization parameters.

**Model Efficiency Analysis**

In this section, we compare the model size of the proposed approach with several baselines to demonstrate that the proposed approach incurs the least amount of parameters. In particular, we consider three baselines. The first baseline is called Independent Network, which trains one model for each task. Independent Network incurs the largest model size. The second baseline is called Single Mask, which applies a single trainable mask on the multihead attention while keeping the backbone network fixed. The trainable mask is a matrix of floating-point numbers that is multiplied elementwise with the softmax score matrix in Fig. 2. Intuitively, the trainable mask can adjust the attention maps for each new task. The third baseline is called Multiple Masks, which applies different masks to different heads of the multihead attention to consider the distinct roles played by each head.

In Table 1, we give the total number of parameters incurred by different approaches. Clearly, the proposed approach AdaLN leads to the least amount of parameters, which is critical for saving the cost of model training and storage. Compared with the standard approach, i.e., Independent Network, AdaLN reduces the number of parameters by 99.95% while maintaining accuracy, as we demonstrate in the section “Experiments.”

### Experiments

#### Data Sets

**Satellite Images of Building Roofs**

There are three major types of roof shapes that are widely used in many regions worldwide: flat, gable, and hip, as shown in Fig. 3. The shape of the roof influences the performance of buildings under wind pressure during hurricanes and tornados. It is not difficult for a trained engineer to differentiate these types by looking at the satellite image. We propose to employ DL to scale the classification task. For training, we collected 6,000 satellite images of building roofs, 2,000 for each type. For testing, we use a total of 124 images. All images were downloaded using Google Map API at the same zoom level and were cropped to the size of 256 × 256 pixels, so that the target building was located in the center of the image. All buildings (training and testing) were randomly selected in the United States.

**Street View Images of Building Facades**

For multistory buildings, irregular vertical geometries could cause one story’s stiffness to be much less than other stories, which makes the building vulnerable to strong ground motion during earthquakes. Such buildings are termed as soft-story buildings. Fig. 4 shows an example of a soft-story building and its possible failure mode. Given the probability of severe damage or collapse in the event of an earthquake, identification of such structures is critical. This can be done by classifying the street view images of buildings. We collected 556 street view images of soft-story buildings and 736 non-soft-story buildings from Google Street View for training. For testing, we use a total of 395 images.

### Baseline

We first compare the performance of the Vision Transformer with ResNet50 on the two tasks. For multidomain learning, we consider the following baselines in the experiments:

1. Independent Network: The simplest baseline we consider is Independent Network. We fine-tune the pretrained Vision Transformer for each task, which leads to two separate models. This method results in the largest model size because there is no sharing of parameters between different tasks.
2. Single Mask: As mentioned in the section “Proposed Method,” in Single Mask the attention maps of the pretrained Vision Transformer are adjusted with one trainable matrix.
3. Multiple Masks: As mentioned in the section “Proposed Method,” in Multiple Masks the multihead attention maps of the pretrained Vision Transformer are adjusted with different trainable matrices.

### Experimental Setups

All networks are implemented using Pytorch (Paszke et al. 2019) and trained on four NVIDIA GTX 1080 GPUs. We use the pretrained Vision Transformer on ImageNet provided by the original

---

Table 1. Comparison of model size of different multidomain learning approaches. The proposed AdaLN has the least amount of total parameters. For the first task, each approach leverages a base Vision Transformer that has 86 million parameters. For the second task, different approaches incur a drastically different number of additional parameters.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Description</th>
<th>Total number of parameters for two tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Network</td>
<td>Train one network for each task</td>
<td>86 million + 86 million</td>
</tr>
<tr>
<td>Single Mask</td>
<td>Adjust attention with a single mask</td>
<td>86 million + 470,000</td>
</tr>
<tr>
<td>Multiple Masks</td>
<td>Adjust attention with multiple masks</td>
<td>86 million + 5 million</td>
</tr>
<tr>
<td>AdaLN</td>
<td>Fine-tune layer-normalization parameters</td>
<td>86 million + 40,000</td>
</tr>
</tbody>
</table>
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For training the models on the target tasks, we use stochastic gradient descent with momentum (Bottou 2012) as the optimizer. We set the momentum rate as 0.9, the initial learning rate as 0.01, and use a batch size of 64. We train the network with a total of 50 epochs and use stepwise learning rate decay with a decay rate of 0.9 in each step. We use standard data augmentation techniques (Shorten and Khoshgoftaar 2019) such as RandomResizedCrop, RandomHorizontalFlip, and ColorJitter in the training process. The data augmentation techniques can improve the generalization ability of the trained network in order to perform well on images never encountered during training.

For roof-type classification, we use test accuracy as the evaluation metric, which is defined as

$$\text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Total number of predictions}} \quad (8)$$

For soft-story classification, we use F1 score, precision, and recall (Goutte and Gaussier 2005) as the metric. The precision and recall are defined as

$$\text{Precision} = \frac{TP}{TP + FP}$$

$$\text{Recall} = \frac{TP}{TP + FN} \quad (9)$$

where $TP = \text{true positive}; FP = \text{false positive};$ and $FN = \text{false negative}.$ The F1 score is the harmonic mean of precision and recall. A larger value indicates better performance across all the metrics.

Results and Discussion

**Quantitative Results**

*Vision Transformer Versus ResNet50:* In Table 2 we give the comparison of ResNet50 and Vision Transformer for roof-type classification and soft-story classification. From the results we can observe that for roof-type classification, the Vision Transformer achieves 4% higher accuracy compared with ResNet50. For soft-story classification, the Vision Transformer achieves a higher F1 score compared with ResNet50. The results reveal that with the attention modules, the Vision Transformer is more effective than ResNet50 for satellite or street view images. The attention modules can locate the object of interest in the images, as we show in the section “Experiments” by illustrating the attention maps of the Vision Transformer.
Multidomain Learning with Vision Transformer: In Table 3, we give the results of different multidomain learning approaches. We also show the comparison of the number of parameters with AdaLN as the baseline. From the results we can observe that Single Mask, Multiple Masks, and AdaLN can greatly reduce the number of parameters compared with Independent Network, which demonstrates the benefits of multidomain learning. Specially, the performance of AdaLN approaches Independent Network for soft-story classification with a significant reduction of number of parameters. By comparing Single Mask, Multiple Masks, and AdaLN, we can see that AdaLN achieves better performance while leading to a much smaller model size. This fact shows that for multidomain learning it is critical to identify the task-agnostic parameters and task-specific parameters. By only fine-tuning the layer-normalization parameters as in AdaLN, we effectively reuse the model pretrained on ImageNet while capturing the difference between natural images and satellite (or street view) images.

**Table 3.** The proposed AdaLN achieves comparable performance with Independent Network while requiring significantly fewer parameters for roof-type classification and soft-story classification. Compared with alternative multidomain learning approaches, the proposed AdaLN achieves better performance while being more resource efficient.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of parameters</th>
<th>Test accuracy (%)</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Network</td>
<td>2,150×</td>
<td>95.16</td>
<td>0.85</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>Single Mask</td>
<td>11.75×</td>
<td>90.32</td>
<td>0.80</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>Multiple Masks</td>
<td>125×</td>
<td>91.93</td>
<td>0.81</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>AdaLN</td>
<td>1×</td>
<td>93.54</td>
<td>0.89</td>
<td>0.87</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Qualitative Results

Attention Visualization: We show the examples of the attention maps of Independent Network and AdaLN in Figs. 5 and 6. We can see from the figures that the attention module can extract the part of the image that is critical for the task. For the roof-type classification, the attention map ignores the surroundings of the building and only focuses on the roof of the building. For soft-story classification, the attention map ignores the surroundings of the building and only focuses on the road of the building. For soft-story classification, the attention map ignores the surroundings of the building and only focuses on the road of the building.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of parameters</th>
<th>Test accuracy (%)</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Network</td>
<td>2,150×</td>
<td>95.16</td>
<td>0.85</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>Single Mask</td>
<td>11.75×</td>
<td>90.32</td>
<td>0.80</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>Multiple Masks</td>
<td>125×</td>
<td>91.93</td>
<td>0.81</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>AdaLN</td>
<td>1×</td>
<td>93.54</td>
<td>0.89</td>
<td>0.87</td>
<td>0.91</td>
</tr>
</tbody>
</table>

**Table 2.** Vision Transformer achieves much better performance compared with ResNet50 for roof-type classification and soft-story classification.

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of parameters</th>
<th>Test accuracy (%)</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50</td>
<td>91.93</td>
<td>0.85</td>
<td>0.82</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Vision Transformer</td>
<td>95.16</td>
<td>0.89</td>
<td>0.86</td>
<td>0.92</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5.** Examples of the attention maps for roof-type classification: (a) the attention map obtained by Independent Network; and (b) the attention map obtained by AdaLN. (Map data © 2019 Google.)

**Fig. 6.** Examples of the attention maps for soft-story classification: (a) Independent Network; and (b) AdaLN. (Map data © 2019 Google.)
classification, the attention map ignores the sky or the road and only focuses on the front of the building. There are typically multiple objects in the satellite or street view images, and with the attention modules, the network can focus on the important part of the image while ignoring background noises. By using much fewer parameters, AdaLN obtains similar attention maps compared with Independent Network. The visualizations again confirm the effectiveness of the proposed AdaLN for multidomain learning with the Vision Transformer.

**Class Activation Map Visualization:** We further compare the class activation map (CAM) (Zhou et al. 2016a) generated by ResNet50, Independent Network, and the proposed AdaLN. CAM is a powerful method in computer vision for understanding which part of the image is responsible for the prediction of the category. CAM can be used for different network architectures, including both CNNs and Vision Transformers. Our purpose of using CAM is to understand why Vision Transformers can obtain higher accuracy than ResNet50.

We take the images for which ResNet50 makes wrong predictions while Vision Transformers make correct predictions. We use CAM to localize the part of the image that is responsible for the prediction. In Figs. 7 and 8 we show the CAMs generated by different approaches. It can be observed that both Independent Network and AdaLN can accurately locate the areas of the image that are critical for the prediction task. This explains the effectiveness of Vision Transformer–based approaches over ResNet50. It is worth noting that the proposed AdaLN can produce a similar CAM to Independent Network with much fewer parameters.

From Figs. 5–8, we can observe that the attention-based models can accurately focus on the object of interest, which is desirable for the tasks. The surprising fact is that without any supervision, the model can still find relevant information for classification, which indicates the effectiveness of data-driven learning.

**Application**

We used the trained model for inferring building information in two populated neighborhoods. The first is Northeast MacFarlane in Tampa in the hurricane nation: Florida, United States. A total of 3,089 buildings were found in this neighborhood. Satellite images of each building were downloaded from Google Maps. Using our model, the roof type of each building was classified based on the satellite images. The result is injected into the building footprints for visualization in Fig. 9. The second is the Buckman neighborhood in Portland, Oregon, United States. Located in the Pacific Northwest seismic zone, Portland is one of the most populated major cities in this region. We collected street view images for 1,639 buildings in this neighborhood from Google Maps. Predictions were executed.

---

**Fig. 7.** CAMs generated by different approaches on a sampled satellite image: (a) Independent Network; (b) AdaLN; and (c) ResNet50. (Map data © 2019 Google.)

**Fig. 8.** CAMs generated by different approaches on a sampled street view image: (a) Independent Network; (b) AdaLN; and (c) ResNet50. (Map data © 2019 Google.)
for each image and the result is merged with building footprints as shown in Fig. 10. Like Northeast MacFarlane and Buckman, there are many populated neighborhoods located in regions of high natural hazard risks. The approach demonstrated in this study provides a tool for rapid predisaster examination of buildings in a large region at very low cost.

**Conclusion**

DL is prevalent in remote sensing for extracting information from sensed imagery. However, using this technique to obtain detailed building attributes for hazard risk screening has not been sufficiently explored. The first objective of this study is to explore the possibility
of automatic collection of building information from satellite and street view images for assisting decision-making in natural hazard preparedness. The second objective is to develop and validate a unified transformer architecture for different classification tasks of images from multiple domains. The transformer is a new deep neural network architecture. Different from the convolutional operations in CNNs, transformers are based solely on the attention mechanism.

One problem in image and DL-based information acquiring is the multidomain issue. Traditionally, it requires multiple models to be trained for different tasks. To tackle this issue, we developed a new transformer architecture, AdaLN, that can be used to extract information from images in different domains. An advantage of the unified transformer is that we can train on different tasks by only adjusting the layer-normalization parameters while all the other layers remain fixed. This saves significantly on the computation needed for training. We demonstrated that our unified transformer can be used to extract building information from both satellite and street view images. For a demonstration, this unified transformer is tested for two tasks:
- Classifying the building roof information (roof type) based on satellite images; and
- Classifying the building facade information (soft-story feature) based on street view images.

The motivation of this case study is to facilitate large-scale pre-disaster building information collection, where a single unified model can be used for images from multiple domains, such as satellite and street view.

This work appears to be the first study to use Vision Transformers for this purpose. Compared with the baselines, our model achieved similar performance with extremely reduced parameters for training and storage.
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