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Today

▪ Machine	Learning	and	Physics/Information	Theory:	Dealing	with	
Noise	(why	and	how	many	convolutional	layers?)
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More	on	Homework

▪ Questions?
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Reminder:	Let’s	Deal	with	Noise…
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A	Thermodynamic/Information	Model	for	ML

▪ Machine	Learning	resets	bits	introduced	by	noise.
▪ Machine	Learning	denoises	an	unknown	pattern.
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Helmholtz	free	Energy

▪ A=	Free	Energy	

▪ U	=	Internal	Energy	

▪ T	=	Temperature	

▪ S	=	Uncertainty
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Shannon	Entropy	and	Thermodynamic	Entropy

H	=	-S	/ln	2
Information	is	Reduction	of	Uncertainty

See	also:	Computation,	Data	and	Science	
https://www.youtube.com/playlist?
list=PL17CtGMLr0Xz3vNK31TG7mJIzmF78vsFO

https://www.youtube.com/playlist?list=PL17CtGMLr0Xz3vNK31TG7mJIzmF78vsFO
https://www.youtube.com/playlist?list=PL17CtGMLr0Xz3vNK31TG7mJIzmF78vsFO
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Reinterpretation
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Reinterpretation	with	Information	Theory
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How	does	lossy	compression	work?
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Experiments:	Images	(overall)
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Experiments:	Images	(overall)

No	Free	Lunch!
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Experiments:	Images	concrete

Less	Parameters	=	Higher	Accuracy!
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Experiments:	Audio

Experiments	generalize	to	audio
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Analysis:	Images

JPEG	quantization	matrizes:

Best	quality/accuracy	trade-off	(Napprox)	around	q=20.	
This	is	at	1	bit/pixel!
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Sources

Gerald Friedland, Jingkang Wang, Ruoxi Jia, Bo Li:  
The Helmholtz Method: Using Perceptual Compression to Reduce Machine Learning Complexity, 
https://arxiv.org/abs/1807.10569

Jingkang Wang, Ruoxi Jia, Gerald Friedland, Bo Li, Costas Spanos:  
One Bit Matters: Understanding Adversarial Examples as the Abuse of Redundancy, https://
arxiv.org/abs/1810.09650 
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That’s	it	for	today.

Questions?	Projects!


