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Abstract

This report deals with problems of representation and handling of concurrent processes in multi-processor machines or in distributed and co-operating systems oriented to image analysis. For this purpose, the definition and some formal properties of a new synchronization engine, named “context” are given. Contexts are introduced as object variables in pictorial languages to represent distributed computation on spatial data. In particular, details of its implementation on the Pictorial C Language (PICL) are given. Operations are defined on the contexts space; the existing relations between contexts, formal languages, and graphs are considered, and have been used to optimize the implementation of contexts inside PICL.
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1. Introduction

Massive parallel machines (MPM) may be thought as sets of processing elements (PE’s) interconnected according to some defined architecture topology (linear array, mesh array, cube and hypercube, pyramid, ...). Data and instructions are distributed among the PE’s, the computation spans from Single Instruction Multi-Data (SIMD) to Multy Instructions Multi-Data (MIMD) paradigms. Formally, MPM’s can be defined as a cellular automata [1]:

\[
\text{MPM} = <\text{PE,R,T,S,I,O}>\]

Where: \( \text{PE} \) is a set of processing elements, \( \text{R} \) is a relation defined on \( \text{PE} \times \text{PE} \), \( \text{S} \) is a set of states \( (\text{I}, \text{O} \subseteq \text{S}) \), and \( \text{T} \) is a transition function. \( \text{R} \) defines the network topology, while \( \text{T} \) drives the flow of the information and the computation paradigm of the MPM.

The fast development of the hardware requires the design of new programming languages suitable for the implementation of parallel algorithms on MPM’s. They must support both parallel data-structures and instructions, to fit data and parallel computation with the hardware architecture. Moreover, they must provide an efficient and natural handling of concurrent processes, especially whenever MIMD or M-SIMD computation is performed.

Pictorial languages have been developed for mesh architecture; e.g. the Parallel Pascal [2,3] has been designed and implemented for the MPP machine and a C-dialect is used to program the CLIPx-series machines [4]. Some progresses have been made in the design of high level languages in order to implement high level image processing functions (image understanding) on multi-processors machines. Connection LISP has been implemented to program the Connection Machine [5]. Concurrent PROLOG has been developed inside the Japanese fifth generation computing project. It allows searches to be performed in parallel in order to compute billion of logical inferences per second. It is the basis for the kernel language ICOT’s parallel inference engine [6]. Pictorial languages have also been developed in order to handle high level vision problems. They allow to define pictorial objects and operations on them, as well icon-guided navigation throughout the pictorial data bases [7,8,9]. Object oriented parallel languages are recently under development; e.g. pSather [10] is part of the software environment of the multi-processor machine CNS-I [11].

In this report the definition and the properties of the contexts, as a new paradigm to handle concurrency on MPM systems, are also given.

MPM’s may be also thought as computers with intelligent memory, in the sense that each memory cell contains data and operates on them. Data may be sent from one cell to another. Contexts may be considered as a partition of this intelligent memory space, in which finalized computation is performed.

During a parallel computation several contexts may be active and all the data and instruction defined on them may be homogeneous or not, depending by the computational paradigm (SIMD, MIMD, MSIMD). PE’s belonging to the same context contain homogeneous data and cooperate to the execution of a common process. In this sense the elaboration is data-driven.
If the computation is SIMD then the opening of a context, \( x \), causes the disabling of all the PE's not in \( x \) and the enabling of all the PE's in \( x \). A more complex synchronization mechanism is present if the computation is MIMD, and M-SIMD.

In the case of vision algorithms contexts select the subset of processors on which pictorial operations are executed. From this point of view they are, also, treated and defined as pictorial data, that can represent both local and global vision elements.

Contexts have been firstly introduced in the Pyramid C Language (PCL) [12,13], as object variables, to handle concurrent processes on the pyramid machine: PAPIA [14,15,16]. The PCL is an extension of the C language, where parallel instructions and hierarchical-data-structures, oriented to image analysis computation, were included. PCL allows the execution of asynchronous processes, when the processors of the pyramid layers operate in Multy Single Instruction Multy Data (M-SIMD) mode.

Contexts variables are also included in the visual language PICL (Pictorial C Language) [17], to program the HERMIA machine (Heterogeneous and Reconfigurable Machine for Image Analysis) [18]. The PICL language is an extension of PCL to reconfigurable networks machines. It includes pictorial data and pictorial operators, and reconfiguration network instructions.

Informally, contexts select subsets of processors of an MPM, that are enabled (disabled) by the open (close) context statement. The list of processes and variables declared between the open(C) ... close(C) statements are allocated on the context C. The execution of a list of processes \( \{P_1, P_2, \ldots, P_N\} \) related to a set of contexts \( \{C_1, C_2, \ldots, C_K\} \) may be sketched as follows:

"two processes \( P_1 \) and \( P_2 \), allocated on \( C_1 \) and \( C_2 \), may be executed asynchronously only if \( C_1 \cap C_2 = \phi \), i.e. the processors addressed by the two contexts are set-disjoint and the open/close statements of \( C_1 \) and \( C_2 \) are not interleaved in the program sequence, i.e. close\((C_1)\) precedes open\((C_2)\)."

Note that in case of interleaved contexts, a dependence relation may hold between the processes, and the execution of the processes can't be asynchronous. In this report a dependence graph mechanism is introduced to synchronize processes declared inside different contexts.

Figure 1 shows an example of relation between processes and contexts. The processes \( P_1, P_2, \) and \( P_4 \) or \( P_1, P_3, \) and \( P_4 \) may run asynchronously, because they are allocated on three not intersecting contexts. Note that this condition is only necessary, in fact the open/close statements of the three contexts must be also not interleaved. The processes \( P_2 \) and \( P_3 \) must be synchronized, because they are allocated on the same context \( C_2 \).

The correspondence between context and network topology is very useful to express computation in vision problems. For example, the low level vision phase of an image analysis procedure is often restricted to local computations; which are performed on disjoint, or partially shared, sub-scenes. The results of such computation may define sub-scenes of
interest to be used at the higher levels of the analysis. For this purpose sets of processors (disjoint or partially shared) are assigned to each sub-scene to solve asynchronously region tasks.

Higher performance is expected, whenever the best match between contexts and processes is reached and the network topology fits with the data structure. From this point of view contexts are, also, treated and defined as data, they may be assigned to a constant-context, or to an expression of contexts. As already said, they are dynamically enabled and disabled by means of open/close statements.

Figure 1. The processes $P_1$, $P_2$, and $P_4$ or $P_1$, $P_3$, and $P_4$ may run asynchronously. The processes $P_2$ and $P_3$ must be synchronized.

Contexts are also useful to control the computation of Distributed Co-operating Systems (DCS). Element of a DCS is a set of states, $S$, representing processes ($A$), models ($M$), and data ($D$). For example, the set $D$ may represent input and output data, collected by sensors or produced by a given computation, $M$ may represent models of the system environment, elements of $A$ may be algorithms. Here, the term algorithm has a wide meaning, it could be a single algorithm or a sequence of processes. Moreover, each algorithm could run on a set of processing units connected in a given topology. Two set of states: $\mathcal{I}$ (the set of input states), and $\mathcal{O} \mathcal{D} \mathcal{U} \mathcal{M}$ (the set of output states) are finally introduced to enable communication between a DCS and the environment (World). The dynamic evolution of the DCS's is described by mean of a set $\Delta = \{\Delta_1, \Delta_2, \ldots, \Delta_i, \ldots, \Delta_K\}$ of transition functions. In case of DCS dedicated to information fusion, examples of transition functions are:

- **data / algorithms**
  \[\Delta_1: \mathcal{I}(D) \rightarrow \mathcal{I}(A)\]
- **algorithms / data**
  \[\Delta_2: \mathcal{I}(A) \rightarrow \mathcal{I}(D)\]
- **models / algorithms**
  \[\Delta_3: \mathcal{I}(M) \rightarrow \mathcal{I}(A)\]
- **algorithms / models**
  \[\Delta_4: \mathcal{I}(A) \rightarrow \mathcal{I}(M)\]
- **algorithms / algorithms**
  \[\Delta_5: \mathcal{I}(A) \rightarrow \mathcal{I}(A)\]
Such computational model can be formally represented by means of the automata DCS=<S,I,O,Δ,W>. The computation will evolve on the basis of the values taken by a mask function $W:S\times S \to \{0,1\}$. When $W(X,Y)=1$ for the transition $P(X) \to P(Y)$ and an appropriate firing condition is verified, then information flows from X to Y. The nature of the information depends on the sets X and Y.

Contexts in DCS represent sub-sets of states and transition functions on which to perform the computation (asynchronously or not). In Figure 2, an example of a DCS, with related contexts, is given. In this case, contexts individuate sub-graphs of a DCS (states and transition functions). The dependencies among contexts are also represented by transition functions.

The machine M-VIF (Machine Vision Based on Information Fusion) is an example of DCS [19], it has been designed to integrate visual information collected by distributed sensors processed by distributed processing units. The visual computation is based on information integration, and can be formulated in terms of functional modules. Context variables will be also implemented on the iconic distributed language VIVA (Visual Interface for Vision Algorithms), that has been designed to program the machine M-VIF [20].

![Figure 2. An example of DCS and its contexts.](image)

A formal definition of context is presented in Section 2. Properties of contexts are given for some classes of machine-architecture, widely used in image analysis in Section 3. A model of
concurrency, based on the context-operators, and related properties will be described in
Section 4. An example of PICL algorithm with context is given in Section 6. Final remarks
are given in Section 5.

2. Definition of context

In the following, \( PE \) denotes the set of all PE's of a MPM. Given an arbitrary set \( A \), \( \mathcal{P}(A) \)
denotes the set of parts of \( A \), while \( \mathcal{P}_2(PE) \) denotes the set of all unordered pairs of
elements of \( PE \), i.e. all undirected links between processing elements. Let \( x \) and \( y \) be
elements of \( PE \) then their pair will be indicated by \([x,y]\), note that \([x,x]\) is a possible pair.

Given the space \( <\mathcal{P}(PE), \mathcal{P}(\tau)> \), then the Space of Contexts is the sub-space:

\[ U = \{ <X,\sigma> : X \in \mathcal{P}(PE), \sigma \subseteq \mathcal{P}_2(X) \} \]

\( U \) is a partial ordered lattice with respect to the operations \( \cap \) and \( \cup \).

For a given \( \tau' \in \mathcal{P}(\tau) \) the element \( <PE, \tau'> \in U \) is called the Universe Context (UC). In the
case of a MPM, an UC represents the set of all the PE's connected according to a given
architecture topology.

Given an UC the set of contexts (\( CN \)) is then defined as follows:

\[ CN(\tau') = \{ <X,\sigma> : X \in \mathcal{P}(PE), \sigma \subseteq \mathcal{P}_2(X) \cap \tau' \} \]

From the previous definition it follows that \( U = CN(\tau) \). An element of a \( CN(\tau') \) is named
context related to the given UC. Therefore in a context the interconnections between the
corresponding PE's are maintained according to the MPM network topology. A context is
said to be empty iff \( \sigma = \phi \). This definition is justified by the fact that in this case the network
topology is completely destroyed.

EXAMPLE 1. Let it be \( PE = \{ PE_1, PE_2, PE_3, PE_4 \}, \tau = \{ [PE_i, PE_j] : \text{for } i,j=1,2,3,4 \} \) the
set of possible inter-processors links, and \( \tau' = \{ [PE_1, PE_2], [PE_1, PE_3], [PE_2, PE_4] \} \), then
the list of possible contexts is derived from the application of the previous definition. Below,
a few of them are listed:

\[
\begin{align*}
C_1 &= <\{PE_1, PE_2\}, \{[PE_1, PE_2]\}> \\
C_2 &= <\{PE_1, PE_3\}, \{[PE_1, PE_3]\}> \\
C_3 &= <\{PE_2, PE_4\}, \{[PE_2, PE_4]\}> \\
C_4 &= <\{PE_1, PE_2, PE_3\}, \{[PE_1, PE_2], [PE_1, PE_3]\}> \\
C_5 &= <\{PE_1, PE_2, PE_4\}, \{[PE_1, PE_2], [PE_2, PE_4]\}> \\
C_6 &= <\{PE_1, PE_2, PE_3, PE_4\}, \{[PE_1, PE_2], [PE_1, PE_3], [PE_2, PE_4]\}> \\
\end{align*}
\]

Note that \( C_6 = UC \). Figure 3 shows the contexts listed above.
Given a subset $X$ of $PE$ the set $\Pi_X = \{ x : x \in X \text{ and } \exists y \in PE-X \text{ such that } [x,y] \}$ represents those elements of $X$ connected to the complement of $X$. In the case of the EXAMPLE 1, if $X = \{ PE_2, PE_4 \}$ then $\Pi_X = \{ PE_2 \}$. This definition has been introduced to define the complement of a context.

A set of operations, $sop$, can be defined on $CN$. The introduction of context operators allows us to treat contexts as object dynamic variables in a programming languages. This feature is very useful in vision applications implemented on MPM or CDS, in fact contexts could allow us to assign processors to spatial shapes, or to processes, according to a certain level of the vision tasks.

Given two contexts $(X, \sigma)$ and $(Y, \gamma)$, the following basic $sop$ are defined on $CN$:

<table>
<thead>
<tr>
<th>Operation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>union</td>
<td>$\langle X, \sigma \rangle \cup \langle Y, \gamma \rangle = \langle X \cup Y, \sigma \cup \gamma \rangle$</td>
</tr>
<tr>
<td>intersection</td>
<td>$\langle X, \sigma \rangle \cap \langle Y, \gamma \rangle = \langle X \cap Y, \sigma \cap \gamma \rangle$</td>
</tr>
<tr>
<td>complementation</td>
<td>$\sim \langle X, \sigma \rangle = \langle (PE-X) \cup \Pi_X, \sim \sigma \rangle$</td>
</tr>
</tbody>
</table>

Operations of difference ($\cdot$) and symmetric difference ($\Delta$) are defined starting from the previous definitions, by using the usual set-definitions. The $CN$ maintains the partial ordered lattice structure with respect these operations.

![Diagram](image.png)

**Figure 3.** Drawing of the contexts defined in the text: a) $C_1$; b) $C_2$; c) $C_3$; d) $C_4$; e) $C_5$; f) $C_6$.

**EXAMPLE 2.** Referring to EXAMPLE 1, consider the two contexts:
\[ C_1 = \langle \{PE_1, PE_2\}, \{\{PE_1, PE_2\}\} \rangle \\
C_2 = \langle \{PE_1, PE_3\}, \{\{PE_1, PE_3\}\} \rangle \]
then:
\[ C_1 \cup C_2 = \langle \{PE_1, PE_2, PE_3\}, \{\{PE_1, PE_2\}, [PE_1, PE_3]\} \rangle \\
C_1 \cap C_2 = \langle \{PE_1\}, \emptyset \rangle \\
\sim C_1 = \langle \{PE_1, PE_2, PE_3, PE_4\}, \{\{PE_1, PE_3\}, [PE_2, PE_4]\} \rangle \]

See also Figure 4.

The design of suitable network topologies has been one of the main problems, since parallel computers have been designed and implemented. A suitable network topology should optimize the mean data paths length, that implies a closeness between data and processes acting on them. For example, early vision needs pixel and/or local computation, i.e. data communication is performed between nearest PE’s; in this case mesh or linear topologies have proved to be satisfactory.

![Graphical representation of the sop 's in EXAMPLE 2:](image)

Figure 4. Graphical representation of the sop 's in EXAMPLE 2: 
(a) \( C_1 \cup C_2 \); (b) \( C_1 \cap C_2 \); (c) \( \sim C_1 \).

The previous considerations suggest as interesting for computation purposes those contexts that preserve some of all properties of the UC topology (i.e. of the interconnection network of the MPM or CDS) after the application of a sop. In the following these contexts are named Basic Context, BC, and their class is denoted by BC. The use of BC’s, whose processors are connected in a topology isomorphic to that of the MPM (for example in a mesh contexts are all sub-meshes), may simplify the control of asynchronous processes, as a matter of fact the control-unit is usually efficiently designed to drive a specific network topology.

3 Architecture topologies and contexts

In this section formal definitions of BC are provided for a class of common network topologies, which are used in machine vision problems [21,22,23,24,25,26]. Most of them are based on PE’s, which are interconnected with a static topology (the links, connecting the PE’s are physically and logically defined at the design stage). The network topology may range from the linear array to the hypercube (see Figure 5).
Multi-processor architectures can be represented by a graph, nodes of which are the PE's, and the arcs connect linked PE's. Spatial data are partitioned among the PE's depending on their density (large or low granularity). The partition strategy depends on the algorithm and the computation paradigm used:

- **SIMD (Single Instruction Multi-Data).** The same instructions set is performed on different data. In this case data are partitioned in sub-sets of equal size. In the case of high granularity each PU could correspond to one pixel value.

- **MIMD (Multi-Instructions Multi-Data).** Different sets of instructions act on different data. In this case the partition of the data among the PU's depend on the specific algorithm.

- **M-SIMD paradigm** derives from the combination of the previous ones, it can be useful in order to describe the computation of heterogeneous machine vision systems, composed of different functional hardware modules.

![Network Topologies Diagram](image)

Figure 5. Examples of network topologies: (a) linear; (b) ring; (c) 2D mesh; (d) 3D mesh; (e) tree; (f) WH-recursive network; (g) hypercube; (h) pyramid.

Image analysis algorithms, implemented on multi-processor machines, require an heavy navigation of data among PE's, and the mapping of the data on the PE's should minimize such overhead. Static topologies are tuned only for a given class of problems. Full connection could be the solution for data communication, however the actual limits of the VLSI technology do not allows high link density (for example, 1000 links per processor). Full reconfigurability of the network topology seems to be more realistic, and efforts are now done in this direction. In fact, run time network reconfiguration may allow the tuning of the network path-ways with the kind of data exchange foreseen by a given algorithm.
Contexts are dynamic variables, and this feature allows us to implement and express a network reconfigurability that depends on the current status of the processes. In fact, the opening statement determine the network topology, depending on the context declaration and assignment. Among contexts, BC’s are of some interest because of their closure properties.

2.1 Contexts in a linear array

A linear array, LA, is an ordered list of processing elements:

\[ LA = (PE_1, PE_2, \ldots, PE_i, \ldots, PE_n) \]

Each PE has one input register, \( I_k \), and one output register, \( O_k \), the inter-processor communications are performed by means of these registers. A \( PE_k \) may communicate with \( PE_{k-1} \) and \( PE_{k+1} \) respectively. A linear array may be, also, thought as a sequence. The UC is defined on the whole array, with \( \tau' = \{ [PE_k, PE_{k+1}] : 1 \leq k < n \} \). An LA may be considered as ring array by changing the previous definition of \( \tau' = \{ [PE_k, PE_{(k+1) \mod n}] : 1 \leq k < n \} \).

Def.1. A subset of UC is said Basic Context, BC, iff its PE’s are interconnected in a linear sub-array:

\[ BC(\tau') = \{ <X, \sigma> : \sigma \subseteq \tau' \} \]

where

\[ X = \{ PE_k : 1 \leq k_1 \leq k \leq k_2 \leq n \} \]

Then BC on LA are one dimensional discrete intervals. From the definition it follows that BC=UC iff \( k_1 = 1 \) and \( k_2 = n \).

In the following, a BC will be determined in a unique way by \( X \) in order to simplify the notation, in fact \( \sigma \) will be always a sub-set of \( \tau' \). The following properties may be easily proved:

Prop.1. Let \( A, B \in BC \) then \( C = A \cup B \in BC \).

Prop.2. Let \( A, B \in BC \) then \( C = A \cap B \in BC \) iff one of these conditions is satisfied:

a) \( A \cap B \neq \phi \);

b) \( A = \{ PE_k \mid 1 \leq k_1 \leq k \leq k_2 < n \} \) and \( B = \{ PE_k \mid k_2 + 1 \leq k \leq k_3 \leq n \} \)

Prop.3. Let \( A \in BC \) then \( C = \neg A \in BC \) iff one of conditions is satisfied:

a) \( A = UC \) or \( A = \phi \);

b) \( PE_1 \in A \)

c) \( PE_n \in A \)

2.2 Contexts in a mesh array

Mesh arrays, MA, are two-dimensional array of PE’s:
MA = \{ PE_{i,j} | 1 \leq i \leq n, 1 \leq j \leq m \} \\

In the following, without loosing in generality, square MA's are considered (n=m).

Mesh arrays may also be defined as the Cartesian product of two linear arrays, \( LA_1 \) and \( LA_2 \), \( (MA=LA_1 \times LA_2) \). To each \( PE_{i,j} \) a set of four \( (NF_{i,j}) \) or eight \( (NE_{i,j}) \) neighbors can be associated, connected for example by I/O registers; they are defined as follows:

\[
NF_{i,j} = \{ PE_{i-1,j}, PE_{i+1,j}, PE_{i,j-1}, PE_{i,j+1} \} \\
NE_{i,j} = \{ PE_{i-1,j-1}, PE_{i-1,j+1}, PE_{i+1,j-1}, PE_{i+1,j+1}, PE_{i,j-1}, PE_{i,j+1} \}
\]

The neighbor definitions of a mesh arrays match very well with spatial data, allowing higher performance in the computation of low level vision algorithms, as already pointed out. Therefore, the definition of BC's on a MA, and the condition for which sop's are closed, i.e. \( \forall x,y \in BC \ x sop y \in BC \), are interesting on machine vision applications.

Two suitable definition for \( \tau' \) are NF and NE:

\[
\tau' = \{(PE_{i,j}, PE_{i+r,j+k}) : 1 \leq i,j \leq n, 0 \leq r,k \leq 1 \} \text{ in case of NF} \\
\tau' = \{(PE_{i,j}, PE_{i+r,j+k}) : 1 \leq i,j \leq n, 0 \leq r,k \leq 2 \} \text{ in case of NE}
\]

The definitions and properties given below hold for both definitions.

**Def.2.** Basic Contexts of an MA are:

\[
BC = \{ PE_{i,j} | 1 \leq i_1 \leq i \leq i_2 \leq n, 1 \leq j_1 \leq j \leq j_2 \leq n \}
\]

BC of an MA are discrete rectangles of the plane. The projection of a BC on \( LA_i \) (i=1,2) is indicated by \( BC_i \). We denote by \( BC_i \) the set of basic context of \( LA_i \). It easy to prove that:

**Prop.4.** Let \( A,B \in BC \) then \( C=A \cup B \in BC \) iff the following conditions are satisfied:

a) \( A_i = B_i \);

b) \( A_j \cap B_j \subseteq BC_j \) where \( i,j=1,2 \) and \( i \neq j \).

**Prop.5.** Let \( A,B \in BC \) then \( C=A \cap B \in BC \).

**Prop.6.** Let \( A \in BC \) then \( C=\neg A \in BC \) iff one of conditions is satisfied:

a) \( A=UC \) or \( A=\phi \);

b) \( A_i = LA_i \text{ and } \neg A_j \in BC_j \) where \( i,j=1,2 \) and \( i \neq j \).

The conditions stated in Proposition 6 imply that the complement of \( C \in BC \) is not usually in \( BC \). The operators "\( \neg \)" and "\( \cap \)" may be defined by means of the union, the intersection and the complementation. It is easy to show (see Figure 6a) that \( A-B \in BC \) iff one vertical or horizontal slice of \( A \) is contained in \( B \); the condition \( A \cap B \in BC \) holds iff \( A \cap B = \phi \) and they
have two edges adjacent of equal size (see Figure 6b).

Figure 6. a) Geometric condition to have \(A-B \in BC\); b) geometric condition to have \(A \setminus B \in BC\).

2.3 Contexts in a pyramid array

Formally a regular pyramid array, \( PY \), is a set of processors addressed by 3-tuples \((i,j,k)\), representing the row, the column, and the level respectively. The three co-ordinates are related as follows:

\[
PY = \{ \text{PE}_{i,j,k} : 0 \leq k < L \text{ and } 0 \leq i < 2k \text{ and } 0 \leq j < 2k \}
\]

The set \(PY\) is also known as the hierarchical domain of the pyramid with \(L\) levels [11], see Figure 7a.

Figure 7. a) The regular pyramid; b) stacks and trunk of pyramids.

Each cell corresponds to a single \(PE\). Each \(PE\) has a set of neighbors, \(SN\), linked to it (see Figure 8). They are respectively the father (13), the four sons (9,10,11,12) and four
(2,4,6,8) or eight brothers (1,2,3,4,5,6,7,8), depending on the connection degree in each layer, that usually has a mesh topology. Therefore the number of elements in SN ranges from 9 to 13.

Two relations $\tau'$ can then be defined to characterize the architecture topology of a PY:

$$\tau' = \{ x \in PY : [x,i] \text{ for } 1 \leq i \leq 13 \}$$

$$\tau' = \{ x \in PY : [x,2], [x,4], [x,6], [x,8], [x,9], [x,10], [x,11], [x,12], [x,13] \}$$

Figure 8. The network topology of the PY.

Pyramids array can be considered as stack of trunks of pyramid (see Figure 7b), moreover meshes are trunk of pyramids of height 1. Starting from this consideration it turns useful to define BC of a PY as a sub-set of PE’s connected in a topology, that represents trunk of pyramids:

**Def.3.** A subset of UC is said Basic Context, BC, iff its PE's are interconnected as follows:

$$BC = \langle i,j,k,n_1,n_2,r \rangle = \{(x,y,z) : k \leq z < k+r, \text{ and } i \leq y \leq i+n_1-1, j \leq x \leq j+n_2-1 \text{ for } z=k \text{ and } 2i(z-k) \leq x \leq 2(z-k)(i+n_1)-1, 2j(z-k) \leq y \leq 2(z-k)(j+n_2)-1 \}$$

Here i and j are the coordinates of the top-most and left-most PE on the k-th layer, r is the number of layers (deep) of the context, n_1 and n_2 are the linear dimensions of k-th layer. From this definition it follows, for example, that UC=$\langle 0,0,0,1,1,1 \rangle$, is the whole pyramid array with L layers. Also a single PE may be considered as a BC, $\langle i,j,k,1,1,0 \rangle$, it follows that all the subsets of UC may be generated from the BC$\in$BC.

In the following, given a context A, $A_k$ represents the k-th layer. Moreover a pyramid, A, of depth L can be recursively augmented by linking, according to rule $\tau'$, $A_{L+1}$ to a new layer $A_{L+1}$. The following closure properties are easily derived from **Def.3**.

**Prop.7** Given A, B$\in$BC with deep $L_A$ and $L_B$ then C=$A\cup B \in BC$ iff one of the following properties holds (see Figures 9):

a) $A \supseteq B$ with deep $L_A$ or $B \supseteq A$ with deep $L_B$;
b) $A_0=B_{L_B}$ or $B_0=A_{L_A}$ with deep $L_A+L_B-1$;
c) $A_0=B_{L_B+1}$ or $B_0=A_{L_A+1}$ with deep $L_A+L_B$;
d) $A_0 \cap B_0 = \emptyset$, $L_A=L_B$ and $A_L \cap B_L$ is a common layer of $A_L$ and $B_L$. 
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Prop.8 Let \( A, B \in BC \) then \( C = A \& B \in BC \).

Prop.9 Let \( A \in BC \) then \( C = \neg A \in BC \) iff
a) \( A = UC \) or \( A = \emptyset \);
b) \( A = \langle 0, 0, 0, 1, 1, r \rangle \) or \( A = \langle 0, 0, k, 2^k, L-k \rangle \)

![Figure 9. Geometrical conditions to have the sop "l" closed.](image)

The operators - and \( \setminus \), may be defined by means of the union, the intersection and the complementation therefore the contexts obtained as \( A-B \) and \( A \setminus B \) are not usually in \( BC \). Their closure can be derived again by using the same kind of geometric considerations that have been made to demonstrate the previous properties.

### 2.4 Context in the hypercube array

Hypercube arrays, HY, are sets of PE's in a d-dimension binary space \( H_d \), they may be considered as a graph, nodes of which are the PE's and the arcs are the connections between them. Each node is a point in \( H_d \), and it is represented by a binary d-tuple \( x = (x_1, x_2, ..., x_d) \) with \( x_i \in \{0, 1\} \), therefore:

\[
HY = \{ PE_x : x = (x_1, x_2, ..., x_d) \in H_d \}
\]

In the following \( PE_x \) will be identified by its address, \( x \). Two PE's \( x = (x_1, x_2, ..., x_d) \) and \( y = (y_1, y_2, ..., y_d) \) are connected iff their binary representation differs for a single bit, i.e. their Hamming distance, \( h \), is equal to 1; it follows:

\[
\tau' = \{ [x, y] : h(x, y) = 1 \}
\]

Basic contexts of HY are hypercube of dimension \( m \leq d \) (\( H_m \)), and \( BC = UC \), for \( m = d \).

The definition of hypercube in \( H_d \) does not allow one to define a \( BC \& UC \), that is also an hypercube in \( H_d \) with dimension \( m \leq d \). More formally:

**Def.4** BC's of an HY in \( H_d \) are those subsets, \( H_m \), of PE's such that:

\[
\exists k_1, ..., k_{d-m} \in \{1, ..., d\} : \forall x, y \in BC \Rightarrow b^x_{k_i} = b^y_{k_i} \quad \text{for} \quad h = 1, ..., d - m
\]

where \( b^x_i \) is the \( i \)-th bit of the number representing \( x \). From this definition it follows that:
• UC is an HY in $H_d$ i.e. the whole hypercube machine. The set of BC is in $H_m$ and is denoted by $BC_m$. It is easy to see that $|BC_m|=\text{bino}(d,k)\times 2^{d-m}$, here \text{bino} indicates the binomial coefficient. The whole $BC$ is the union of the $BC_m$, $0 \leq k \leq d$, then its cardinality is equal to $3^d$

• a basic contest $BC\in BC$ is characterized by n-m equations of the form $x_i=b_i$ where $i\in\{1,...,d\}$ and $b_i=0,1$.

In the following, given a basic contest $A$, we denote by $I(A)$ the set $\{k_1,...,k_{d-m}\}$, and by \text{dim}(A) the integer $m$ for which $A\subseteq BC_m$. A basic context can be also described by the $d$-tuple:

$$(*,...x_{k_1},*,...x_{k_2},*,...x_{k_{d-m}},*,x_d)$$

Where, the "*" stands for any value \{0,1\}. The following properties hold for the $\text{sup}$ defined in $BC$.

**Prop.10** Let $A,B\in BC$ characterized by the equations $\{y_j=b_j\}$ and $\{x_i=b_i\}$ respectively then $A\supseteq B\in BC$ iff one of following conditions is satisfied:

a) $A\supseteq B$ or $B\supseteq A$

b) $I(A)=I(B)$ and $\exists i\in I(B)$ such that $x_i=y_i$

**Prop.11** Let $A,B\in BC$ then $A\& B\in BC$.

**Prop.12** Let $A\in BC$ then $\neg A\in BC$ iff $\text{dim}(A)=d-1$.

### 4. A concurrency model based on contexts

The implementation of parallel programming languages on MPM's requires a careful design of the concurrency model. An efficient solution of vision problems requires the synchronization of several tasks acting on an image. Concurrent tasks may act on the whole image or on the same area, or they can perform asynchronous computation on different partitions of the image. The results are then combined to perform the next steps of the analysis. Moreover, more tasks may interact by exchanging data and instructions.

Synchronization is required whenever a critical section is present in a concurrent program. A critical section is a sequence of statements that must appear to be executed as an atomic operation. Synchronization can be acquired enabling processes to communicate via shared variables, for example semaphores [27] are integer variables introduced for this purpose. Another model uses the monitor, which are a structure consisting of variables representing the state of some resource, procedures to implement operations on that resource, and initialization code. Monitors are used in Concurrent Pascal [28] and Modula [29]. In pSather object language [10] the synchronization is also handled with a mechanism related to monitors, which is named gates. Gates are implemented on both shared and distributed
memory multiprocessors.

Several concurrence-models have been proposed in the literature; efforts to express the dependence between parallel tasks in structured programming languages have been proposed. Cobegin and coend [30] are structured way of indicating a set of statement that can be executed in parallel. The statement:

\[ \text{cobegin } S_1; S_2; S_3; ... S_n; \text{ coend } \]

causes statement $S_1$, $S_2$, $S_3$, ... $S_n$ to be executed concurrently. It is possible to nest concurrent process. For example the statement $S_2$ could be:

\[ \text{cobegin } S_{31}; S_{32}; \text{ coend } \]

The processing continues beyond the coend only after all the $S_j$'s have completed execution. Any concurrent program can be represented by a process flow graph, which is acyclic and directed. Nodes are the processes and the edges represent execution constraints (i.e. and edge from i to j indicates that process j cannot begin execution until process i has finished execution [31].

Fork and Join statements are an alternative model of concurrence [32]. The fork is similar to a procedure call in the sense that it enables the commencement of a particular routine. However, unlike a procedure call, the calling process continues execution. The invoking process can synchronize with termination of the forked process by executing the join statement. When the invoking process encounters the join statement, it cannot continue execution until the invoked process has terminated. For example let A and B be two concurrent programs, then their execution (active programs) may be sketched as below:

```
program A       program B       active programs
...             ...             A
fork B;         ...             A
...             ...             A, B
join B;         ...             A, B
...             ...             B
...             ...             A
...             ...             ...
```

Fork and Join statements are used also in the UNIX operating system (trademark of Bell Laboratories).

Concurrent Programming Languages can be, also, classified on the basis of its concurrence model as:

- **Procedure oriented languages.** The process interaction is based on shared variables. The processes have access to every data object. They are tailored for shared memory architecture. Examples of procedure oriented languages are Concurrent Pascal, Modula, Mesa, Edison.
- **Message oriented languages.** They are built upon the primitives send and receive. Unlike the procedure oriented languages they do not give processes access to every data object. They require fast and efficient communication network (busses and link between the PE's). Examples of message oriented languages are Gypsy, OCCAM, PLITS.

In the case of computer vision algorithms higher performance is expected whenever the best match between processes and sub-scenes on which they act is reached. For example PICL treats contexts as dynamic variables, and their declaration is:

```
context <ident> of <network-type>;
<network-type>::= pyramid / mesh / linear / cube{d} / ...
```

Context variables are declared at the beginning of the main program. The UC is declared by means of a define statement. In the case of the HERMIA-machine, the declaration is:

```
context A,B,C of pyramid;
```

defines two context with a pyramid architecture. In this case the context variable is a 6-tuple: `<ident>=<x,y,z,l₁,l₂,d>` of integer expressions, and the assignment of a context can be made in run time. Moreover, it can be the result of previous computations. For example an edge detector could define as context the set of the PE's in which are stored the pixels of the image borders. On the borders context could be then executed a shape analysis algorithm.

Let UC=(1,1,1,1,1,8), i.e. a pyramid array with 8 levels, then example of assignment are:

```
A=(2,2,3,8,8,3);
B=(16,16,3,4,4,2);
```

This assignments are performed inside the UC context, (which is the default context settled at the beginning of the computation), they represent non intersecting trunks of pyramids. Moreover, PICL includes the following context operators:

```
C = A;  C = A&B;  C=A | B;  C=A-B;  C=A\B;
```

The open/close statements define the life of a context in parallel algorithm, these operators are defined and act on the context space `CN`.

The declaration of data in a context can be done outside of the context by an explicit declaration:

```
<struct type> of <simple type> <ident> in <context ident>;
```

For example: `pyra of float P[2,3] in C;` is an explicit declaration of the pictorial variable P inside the context C. All declaration statements inside a context must be made after the instruction `open`, and are implicit. The following declaration has the same effect as the previous one:

```
open(C); pyra of float P[2,3];......close(C);
```
In any case the variable P will be allocated dynamically with its context.

Processes running in several contexts exchange information via communication networks, the processes synchronization is modeled by means of dependency-graphs in fashion which is similar to the cobegin...coend construct.

The following segment of PICL program shows an open and close of the contexts above declared:

```
open(A);
P
Q
close(A);
open(B);
S
close(B);
```

The processes P and Q are executed sequentially inside the context A, a process S can be executed in parallel inside the context B.

The open/close statement can appear inside a PICL program in the following sequences:

```
open(A);
ins_A;
close(A);
open(B);
ins1_B;
ins2_B;
close(B);
```

```
open(A);
ins1_A;
close(A);
open(B);
ins1_B;
ins2_A;
close(B);
```

```
open(A);
ins1_A;
close(B);
open(B);
ins3_A;
```

Figure 10. (a) Independent contexts; (b) interleaved contexts; (c) dependent contexts

Three configurations can be considered (see Figures 10a,b,c):

- **Independent contexts** (Figure 10a). In this case the processes in context A and B may be executed asynchronously.
- **Interleaved contexts** (Figure 10b). In this case the processes in context B will start after the execution of ins1_A; ins1_B and ins2_A are executed asynchronously; ins2_B is executed after ins1_B. Note that in this case, after the statement close(A) it would be possible to open again A, and to start the execution of the processes in A after the execution of ins2_B.
• **Dependent contexts** (Figure 10c). In this case the processes in B start after the execution of ins1_A; ins1_B and ins2_A are executed asynchronously; ins3_A is executed after ins2_A. Note that it is forbidden to open A if it has not been closed previously.

Concurrency has been treated in the framework of formal languages by means of the shuffle operator [33], the introduction of the partial ordered multisets (pomsets), as a generalization of the total orders of string, allowed to develop an axiomatic theory of the shuffle and has given the possibility to model concurrency with partial orders [34].

A PICL program can be considered as a sequence of open/close statements, and the execution of the processes will be determined by their ordering in the source program. In the following the existing relations between the open/close model, formal languages and graphs will be evidenced; \( o_x \) and \( c_x \) will denote the open and the close of the context \( x \). An optimization of the implementation of contexts in the PICL language has been reached by using the results of next section.

### 4.1 Contexts and words

It is possible to characterize the sequences of open/close statements in a parallel program as words of a language. Let us denote the finite sets of contexts by the set \( \{1,2,...,n\} \).

Given the opening sets \( O=\{o_1,o_2,o_3,...,o_n\} \) and the closing set \( C=\{c_1,c_2,c_3,...,c_n\} \), we define the alphabet \( \Sigma = O \cup C \). Moreover, a bijective application, \( R \), from \( \Sigma \) into itself is defined as follows \( R(o_i)=c_i \) and \( R(c_i)=o_i \).

**Def 5.** The Context-Language, \( CL \), on the alphabet \( \Sigma \), is the set of words of \( \Sigma^* \):

\[
w = a_1a_2a_3...a_m \quad a_i \in \Sigma \quad \forall \quad i=1,2,...,m
\]

satisfying the following conditions:

1) \( w = xw'y \) with \( x \in O \) and \( y \in C \)
2) \( \forall \ i < j \quad a_i = a_j \in O \quad \exists \ i < k < j \) such that \( R(a_k) = a_i \)
3) \( \forall \ i < j \quad a_i = a_j \in C \quad \exists \ i < k < j \) such that \( R(a_k) = a_i \)

The condition 2) (3) states that each open (close) statement must be preceded by its corresponding close (open). Note that the first open statement does not follow constraint 2). In other words, constraints 2) and 3) do not allow nested open/close of the same context; this can be considered as a semantic condition. In fact, the interpretation of the word: \( o_1o_1c_1c_1 \) is ambiguous: are the two context interleaved, or is one nested into the other? The following words are allowed: \( o_1o_2c_2o_3c_1c_3 \), \( o_2o_1c_2c_1o_1c_1o_2c_2 \).

The following property derives from definition 5.

**Prop.13** Let scan \( w = a_1a_2...a_m \) from left to right, if \( a_i \in O \) then \( \text{Occ}(a_i,i) - \text{Occ}(R(a_i),i) = 1 \).
Here $\text{Occ}(x,i)$ indicates the number of occurrence of $x$ in $w$ when position “$i$” is reached.

A straightforward parsing algorithm derives from Proposition 13, to test the syntactic correctness of the open/close statements in PICL. In fact, for this purpose an array of stacks of dimension $|w|$ is required; the operation are “pop-in” when $a_i \in O$ and “pop-out” when $a_i \in C$, the conditions to be tested are: for each $1 \leq i < m$ if $S_i = 0$, for $i = m$ $S_j = 0$ for $j = 1, 2, \ldots, m$. The computational complexity is then $O(|w|)$.

**Prop.14** Given $w = a_1 a_2 \ldots a_m$ and $k < i$ such that $a_k \in O$, $a_i \in C$, $a_k \neq R(a_i)$ and $\exists j$ such that $a_j = R(a_i)$.

This property follows directly from Definition 5, the pair $(a_k, a_i)$ satisfying proposition 14 is said to be *allowed*.

In the next section it will be shown that the parsing of a context word allows also to built in $O(|w|)$ steps the dependency graph, that is the kernel of the synchronization engine in PICL.

### 4.2 Contexts and graphs

In the following, the dependence graph, $DG$, is introduced, it is a representation of a context word, $w \in \text{CL}$, and its nodes are the occurrences of the *allowed pairs* $(o_x, c_x)$, $x \in \text{CN}$ in $w$.

An *allowed pair* may appear 'n' times in a word, and it will be represented by 'n' separate nodes, that we call bugs nodes, following the same notation used in Petri nets theory [35], here the set of allowed pairs is denoted by $O_C$. Moreover, given a word $a_1 a_2 \ldots a_m$, we denote the natural ordering by $a_i < a_k$ iff $i < k$. In the following, in order to simplify the notation, the nodes of $DG$ will be identified with the contexts, that are opened and closed.

**Def.6** Given a $w \in \text{CL}$ a dependency graph $DG = \langle O_C, E, \Lambda \rangle$ is associated to it; $DG$ is direct, simple, ordered, and arc-labeled, where:

- $O_C$ is the bug nodes;
- $E$ is the set of arcs, representing the dependence relation, $\text{dep}$, defined as follows:
  - $\forall x = y \in O_C$ $x \text{dep} y$, iff:
    - $c_y < o_x$;
    - $\exists z = x$ such that $o_x < o_z$ and $c_z < c_x$ in the word.
  This case corresponds to the configuration: $w = \ldots o_y c_y o_y c_y \ldots$
  - $\forall x = y \in O_C$ $x \text{dep} y$, iff:
    - $o_x < o_y$;
    - $\exists z = x$ such that $o_z < o_x$ in the word.
  This case corresponds to the configurations: $w = \ldots o_y o_x c_x c_y \ldots$ or $w = \ldots o_y o_x c_x c_y \ldots$
- $\Lambda$ represents the labeling function $\Lambda : E \rightarrow \{r, s, b\}$, where $r$ stays for right, $s$ for sun and $b$ for brother. This function is defined as follows:

  $\Lambda(y, x) = r$ iff (see Figure 11a):
  - $x \text{dep} y$
  - $c_y < c_x$
Λ(y,x) = s iff (see Figure 11b):
  a) xdep y;
  b) c_x < c_y

Λ(y,x) = b iff xdep y and x=y (see Figure 11c).

Figure 11 (a) right dependence; (b) son dependence; (c) brother dependence.

Note that the arc xdep y with x=y has been introduced, because in this case the contexts x and y address the same PE's. The arcs of a DG are oriented from y to x if xdep y. From the algebraic point of view the relation dep is a partial order. Figures 12a,b show a context word and the related DG graph.

Figure 12. Context words and related DG graph.

From the example in Figure 12 it clear that to a context word corresponds a unique DG graph, but the same DG graph can be derived from a sets of words of CL. Moreover, the same word represents equivalent executions of different processes. In fact, the real computation depends on the processes defined inside each context.

The following properties hold for DG graphs:

Prop.15 ∀ x∈OC then no more than two z,y∈OC exist such that xdep y and xdep z. This
means that x may be end-node of no more than two arcs in DG.

Prop.16 If x ∈ OC is end-node of two arcs, then their labels are different and belong to the set {b, r} or {b, s}.

Prop.17 Sub graphs of DG, which contain arcs with the same label represent tomsets (totally ordered multisets).

This result can be demonstrated by an exhaustive analysis on the nine possible combinations of the labels {b, r, s}:


<table>
<thead>
<tr>
<th>*bb</th>
<th>→</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>br</td>
<td>→</td>
<td>r</td>
</tr>
<tr>
<td>bs</td>
<td>→</td>
<td>s</td>
</tr>
<tr>
<td>rb</td>
<td>→</td>
<td>r</td>
</tr>
<tr>
<td>*rr</td>
<td>→</td>
<td>r</td>
</tr>
<tr>
<td>rs</td>
<td>→</td>
<td>{r, s}</td>
</tr>
<tr>
<td>sb</td>
<td>→</td>
<td>{r, s}</td>
</tr>
<tr>
<td>sr</td>
<td>→</td>
<td>{r, s}</td>
</tr>
<tr>
<td>*ss</td>
<td>→</td>
<td>s</td>
</tr>
</tbody>
</table>

The right side of the previous list gives the label of the transitive closure of DG, the lines marked with the "*" prove the assert. Note that the labeling deriving from arc-sequences labeled rs, sb, and sr is ambiguous.

The result in Proposition 17 can be useful to simplify some dependencies among processes defined in different contexts.

5. Implementation notes and examples

In section 4 has been shown that the syntactic correctness of a context word can be performed in $O(|w|)$ steps. During the compilation the DG graph is also derived from the context word related to the source PICL program. This can be done again in $O(|w|)$ steps, by using a two phase parsing algorithms, and taking in account of the definitions given in the previous section.

In the first phase the sets OC is built inside index table, IT, which contains the ordered list of bugs. For each bugs: the name, x, the position, $i_x$, of $o_x$, and the position, $j_x$, of $c_x$ in w are given. In the second phase this ordered table is used to compute E and the labeling of the arcs.

It can be shown that the construction can be done in linear time with the size of IT, because of the natural ordering. In fact, the kind of labeling is retrieved by using the entries of the current bugs in IT with those of the master bug, to test the conditions given in the Definition 6. The master bug is pointed by the top of a stack, used to store the position of the open statement.
of each x, and to free it after the close statement has been read. In Figure 13 an example of how the algorithm works is given.

\[ w = 01020333204c1c40102c203c3c1 \]

(a)

(b)

(c)

Figure 13. (a) syntactically input context word; (b) IT table; (c) DG graph.

5.1 DG driven execution

Given a context x we indicate with Ins(x) the sequence of instructions that run on x and with Dat(x) the set of data defined on x. In the following the notation [Ins(x),Ins(y)] indicates the asynchronous execution of Ins(x) and Ins(y), their synchronous execution is denoted by (Ins(x),Ins(y)). Four rules drive the execution of the instructions:

R1: Given two contexts x and y such that \( \Lambda(y,x)=s \) then:

a) Ins(x) may be executed on Dat(x), while x is open;
b) Ins(y) may be executed on Dat(y), while y is open;
c) instructions are executed by following the sequence: (Ins(y),[Ins(y),Ins(x)],Ins(y)).
R2: Given two contexts $x$ and $y$ such that $\Lambda(y,x)=r$ then:

a) $\text{Ins}(x)$ may be executed on $\text{Dat}(x)$, while $x$ is open;
b) $\text{ins}(y)$ may be executed on $\text{Dat}(y)$, while $y$ is open;
c) instructions are executed by following the sequence:
   $\langle \text{Ins}(y),[\text{Ins}(y),\text{Ins}(x)],\text{Ins}(x) \rangle$.

R3: Given two contexts $x$ and $y$ such that $\Lambda(y,x)=b$ then:

a) $\text{Ins}(x)$ may be executed on $\text{Dat}(x)$, while $x$ is open;
b) $\text{ins}(y)$ may be executed on $\text{Dat}(y)$, while $y$ is open;
c) instructions are executed by following the sequence:
   $\langle \text{Ins}(y),\text{Ins}(x) \rangle$.

R4: Given two not connected nodes $x$ and $y$ in DG then:

$\text{Ins}(x)$ and $\text{Ins}(y)$ may be executed asynchronously only if
$x \& y = \phi$. Otherwise they must be executed in one of the two sequencess: $\langle \text{Ins}(x),\text{Ins}(y) \rangle$ or $\langle \text{Ins}(y),\text{Ins}(x) \rangle$.

The previous rules may be combined to form more complex sequences that must be satisfied on each context. For example rules R1 and R3 or R2 and R3 are merged if $x$ depends from two contexts: $y$ and $z$. Two cases can be considered for each combination:

- $\Lambda(y,z)=\phi$ and $\Lambda(x,y)=s$, $\Lambda(z,x)=b$. In this case the sequence of the instruction is:
  $\langle [\text{Ins}(y),\text{Ins}(z)], [\text{Ins}(x),\text{Ins}(z)], \text{Ins}(z) \rangle$
- $\Lambda(y,z)=r$ and $\Lambda(y,x)=s$, $\Lambda(z,x)=b$. In this case the sequence of the instruction is:
  $\langle \text{Ins}(y),[\text{Ins}(y),\text{Ins}(z)], [\text{Ins}(x),\text{Ins}(z)], \text{Ins}(z) \rangle$

The execution of a sequence of contexts has been implemented on the PICL language by a firing technique applied to the corresponding DG graph, in our case the number of token are $\leq 2$. The first implementation has been realized on the first prototype of the HERMIA machine in C++ language.

### 5.2 Examples of PICL algorithms

Below two examples of image analysis algorithms, written in PICL are proposed. Both of them have been implemented on the HERMIA machine; the first algorithm is executed on an emulated pyramid with 8 levels; the second on a hypercube of dimension 4. Both networks have been implemented by using 16 complex nodes of the intermediate module of HERMIA.

The first algorithm computes the discrete convolution of an image, $M$, of linear size $N$, by means of the kernel, $K$, of linear size $D$, $M1$ is the resulting convoluted image. The dimension $N$ is a multiple of $D$, $N=mxD$. The algorithm is based on the equation:

$$M1 = M \circ K$$

Where $\circ$ is the convolution operator. Figure 14 shows the corresponding PICL algorithm.
The identifier "image" and "kernel" are the input files containing the image to be de convoluted and the kernel, while "decon" is the output file containing the de convoluted image. The image, K, represent the duplication of an m x m sub matrix, of linear size D, containing the de convolution kernel. Shift and broadcasting instructions are used inside the context C, which is dynamically allocated with the assignment C=(*,*,MAXH-2,1,1,3). The processors above the level MAXH-2 are abilitated to execute other algorithms.

```c
#define MAXH 7, D 4;
#define UC (0,0,0,1,1,8);
main()
{
    int i, j;
    context C of pyra;
    C = (*,*,MAXH-2,1,1,3)
    open(C);
    mask S[9] in C;
    pyra of float P[2,3] in C;
    ima of float M[128,128], M1[128,128],
    K[128,128] in C;
    load(M, image, 2); load(K, kernel, 2);
    shift(shift(M1, D, N), D, 4);
    shift(shift(M, D/2, N), D/2, 4);
    S = (000001000);
    for (i = D; i > 1; i--);
    {
        P[0] = sum( M*K );
        sendown(-,P,0,2,S);
        M' = P[2];
        shift(M',1,0); shift (M,1,0);
    }
    shift(M1,1,6); shift(M,1,6);
    shift(M1,1,4); shift(M,1,4);
    unload(M1,decon,2);
    close(C);
}
```

Figure 14. PICL program to perform the convolution of an image on an pyramid array.

The second algorithm performs real time image acquisition and object selection. The total number of PE's is 16; each of them has 6 links; 8 PE's are dedicated to active I/O functions, 4 PE's to segment the input image M, and 4 PE's to perform a matching algorithm to retrieve objects. Figure 15 shows the four contexts that are used to execute the algorithm. In Figure 16 the corresponding PICL algorithm is shown.

C1,C2,C3,C4 are four contexts of type hypercube in H2, the variable M is the input image, S is the segmented, and P is the shape prototype, M1 is the image displayed. Note that each of them are defined in the appropriate context. The prototype image is supposed already loaded in the memory of the PE's in C3.
Figure 15. The four contexts C1, C2, C3, C4 in the hypercube network.

```c
#define UC (*,*,*), d 4, m 2;
main()
{
    context C1,C2,C3,C4 of hype(2);
    lma of Int M[128,128], P[128,128] in C3;
    lma of Int S[128,128] in C2 \ C3, M1[128,128] in C3 \ C4;
    C1 = (0,*,*,0); C2 = (0,*,*,1);
    C3 = (1,*,*,0); C4 = (1,*,*,1);
    open(C1);
    while(EOF!=false)
    {
        load(M);
        deconv(M);
        open(C2);
        segmentation(M,S);
        open(C3);
        M1 = 0;
        where(matching(S,P))
        {
            M1=M;
            open(C4);
            unload(M1);
            close(C4);
        }
        close(C3);
        close(C2);
    }
    close(C1);
}
```

Figure 16. A PICL algorithm for object retrieval.
6. Conclusions

The report describes how concurrent processes are handled in the pictorial language, PICL, designed for image analysis and implemented on the multi-processor machine HERMIA. The concept of context has been introduced, as a hardware-data relation, which is especially useful in the case of distributed spatial data.

The relation between the open/close statements, formal languages and dependency graphs has been analyzed. The results allow an easy and fast implementation inside PICL. Contexts are handled inside a PICL program as normal dynamic variables, this make easier the handling of concurrent processes and the control of the flow of the program. Moreover, contexts have geometrical and topological properties that allow us to put the computation into the proper data allocation.

This approach seems to be promising because it allows handling concurrency at several levels of system hierarchies. This feature could be very useful in the case of DCS. Taking into account that they will became more and more popular as soon as faster communication buses are commercially available (1Gbit/sec).

Moreover, DCS are characterized by an huge amount of states and parameters, that are distributed through several elementary sub-system units (≥1000). Functional dependencies exist between state and parameters. Automatic control assessment and motion detection in risky environments are examples of distributed systems. In these cases, visual data are usually collected from multi-sensors and their elaboration is carried out on local processing units, which are logically interconnected to share and interchange knowledge (models, data and algorithms). The implementation of contexts in visual distributed environment will provide a synthetic view of the distributed system behavior, and guides to understand local and/or global computation phases.

In fact, the design and the implementation of algorithms on multi-processor machines depends on the distribution of data and processes among the processing units, therefore the dynamic control is relevant to optimize and to tune the execution of processes. Moreover, dynamic visual tools allows us to realize such user/machine interaction in a natural and efficient way.

Further formal work is required to study the composition of the operations on a DG graphs and their transitive closure. The investigation and the design of visual contexts inside iconic distributed languages examples will be also a challenging development of the work that has been done until now; the first prototype of the M-VIF machine will be used to experiment the usefulness of contexts in distributed systems for applications in vision and perception.
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