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Abstract

In thispaperwedefinetheconcepbf aContent-Addressable
Network; a systemthatessentiallyoffersthe samefunction-
ality asa hashtable,i.e. it maps’keys” to "values”. The
novelty of a hashtablein a Content-Addressabldetwork
is thatit may spanmillions of hostsacrossdiverseadmin-
istrative entitiesin the Internet. We describeour design
of a ContentAddressableNetwork thatis scalable,highly
fault-tolerantand completelyself-oiganizing. We analyse
and simulatethe performanceand robustnesgropertiesof
our design. Finally, we discusssomeof the potentialappli-
cationsfor a CAN.

1 Introduction

A hashtableis a datastructurethat maps”keys” onto
"values”,with the specialpropertythattheassociations
betweenkeys and valuesare storedsuchthat given a
key, the associatedalue canbe quickly found. In the
implementatiorof softwaresystemshashtablesarean
invaluableprogrammingool.

OnthelInternet,mary large-scaledistributed,appli-
cationsand systemscould utilise a network wide hash
table(whetherapplicationspecificor not) asacoresys-
tembuilding block. For example,a distributedhashta-
ble could store (key,value) pairs of the form (domain
name,IP addres®f namesener), (URL, IP addresof
web sener or cache),(filename,IP addressesf user
PCson the internet storing the file), (Active Badge
Id, GPScoordinatef the personwearingthe Active
Badge)etc. More importantly the abstractiorprovided
by ahashtable,givesinternetsystendevelopersapow-
erful new designtool that could enablenew applica-
tionsandcommunicatiormodels.

More specificexamplesof currentinternetsystems
wheredistributedhashtablescanplay animportantrole
include:

e peerto-peer systemsin the spirit of Napster

Gnutella: the index in thesefile sharingsystems
canbestoredin adistributedhashtable.

e large scale storage managementsystemslike
OceanStoreRublius

e Ubiquitouscomputingervironmentssuchasthose
describedn [14] frequentlyrequireservicessuch
asobjecttracking,servicelocationetc. Similarly,
networksof sensordiave large numbersf sensors
to bemonitoredandcontrolled. Thelarge number
of tracked objectsin theseervironmentsmalesit
difficult to storeandretrieve informationrelatedo
theseobjectsin a scalablemannern all thesesit-
uations,a distributed hashtablescanbe usedasa
form of scalable robust distributed network stor
age.

e distributed,locationindependenhameresolution
serviceJanenhancedlistributedDNS)

Conceptuallythe notion of a network-wide hashta-
bleis quitesimple,andyet,how doesonedesignascal-
abledatastructurethat millions of nodescaninsertor
retrieve entriesfrom ?

For sucha hashtableto scaleto Internetdimensions,
it mustbe distributed, highly scalableandtolerantto
network andmachinefailures.

Thedifficulty of the problembeginsto sinkin when
we consideisomeof thelargescaleindexing systemsn
existence.Centralisedsolutionslike Napste{17] have
scalabilityproblemsunderhigh load [18], suffer from
asinglepointof failureandareexpensve. Peefto-peer
systemssuchasGnutella[10] locatecontentby flood-
ing searchrequestover a self-oganisedoverlay net-
work. While truly distributedin designfloodingsearch
requestss not scalablg12] and,becausehe flooding
hasto be curtailedat somepoint, mayfail to find con-
tentthatis actuallyin thesystem.Systemdik e theWeb
andthe DNS imposestrict restrictionson how content
may be namedwhich bringsits own setof problems



[3, 5] while systemdike the DNS are hearyweightin
termsof configurationmaintainancendupdates.

In this paper we definethe conceptof a Content-
AddressableNetwork; an internet-scale,distributed
hashtable. Viewed from the outside,the basicoper
ationsperformedon a CAN arethe insertion,lookup
and deletionof (key,value) pairs. On the inside, our
designof a CAN resembles huge distributedhashta-
ble with individual nodesn the systemnstoringa chunk
of the entiretable. In addition,a nodeholdsinforma-
tion abouta smallnumberof otherchunksin thetable
muchlike IP routershold statefor atiny fractionof the
routersin the Internet. Justas IP routing algorithms
enablecommunicatiorbetweenary two nodesin the
network, similarly, we proposearoutingalgorithmthat
usesthis hash-tablestateto allow ary nodein the sys-
temto retrieve ary portionof thehashtable.

We presenthe designof a CAN thatis completely
distributed requiring no form of centralisedcontrol,
coordinationor configuration,scalablebecausenodes
maintainonly asmallamountof controlstatethatis in-
dependenbf the numberof nodesin the system,and
highly fault-toleranbecausef built in redundang and
theability to routearoundtrouble.Unlike systemsuch
asthe DNS or IP routing, our designdoesnotimpose
ary form of rigid hierarchicaktructureto achiee scal-
ability. Finally, our designfacesno hurdlesalongthe
pathto deploymentsinceit canbeimplementedntirely
at the applicationlevel anddoesnot rely on the large
scaledeploymentof technologiesuchas|P multicast
or anycast. The eventualdeploymentof suchtechnolo-
giescanonly sene to simplify our currentdesign.

Onthedownside,aswith all self-oganisingoverlay
networks, our designfacesthe problemof factoringin
underlyingnetwork topologyinformationwith applica-
tion level routing. While we incorporatesomesimple
but effective heuristicsin an attemptto captureunder
lying network characteristicsye cannotguarante¢hat
the performanceof the pathbetweenwo nodesacross
the CAN network is comparabldo thaton the under
lying IP Internet. Note however thata CAN is primar
ily usedto look up a table entry and not for the ac-
tual transferof large datafiles becauseof which this
slight performancehit might very well be acceptable
to most applications. In addition, if performances
a critical goal of an application,it shouldbe possible
to effectively incorporatenetwork topology by allow-
ing a small amountof initial configurationin the pro-
cessof building the overlay network. This kind of ad-
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Figure 1: Example: 2-d coordinate overlay with 5
nodes

ministratorconfiguredoverlaysis commonin commes
cially deployed overlay networks. Finally, a lot of on-
goingresearcteffort focusenunderstandingetwork
topology and building network measuremergervices
[2, 19, 8. Somecommercialcompanieq1] even of-
fer servicesbasedon technologythat help "map” the
Internet. The resultsof this researctandthe informa-
tion provided by variousmeasuremenservicescould
be effectively utilisedto incorporatdP topologyinfor-
mationinto our design.

In whatfollows, we describeour designfor a CAN
in section2 ,presensimulationresultsin section3. Fi-
nally, we describeelatedwork andconclude.

2 Design

In this section,we describethe designof our Content
AddressabléNetwork. We startwith a descriptionof
ouralgorithmin its mostbasic strippeddown form and
later describeadditional designfeaturesand compo-
nentsthatgreatlyimprove overall systemperformance.

Our designcentersaroundthe notion of avirtual co-
ordinatespace.At ary pointin time, the entire virtual
coordinatespaceis dynamicallypartitionedamongall
thenodesn the systemsuchthatevery nodeis respon-
sible for its own distinct sub-spacewvithin the overall
space. For example, figure 1 shaws a 2-dimensional
coordinatespacepatrtitionedbetween5 CAN nodes.
Thus, every nodein the system”owns” a sub-space
within theoverall coordinatespace.

This virtual coordinate space is used to store
(key,value)pairsasfollows: to storeapair (K,V1), key
K is mappedonto a point P in the coordinatespace
usingauniformhashfunction. Thecorrespondindsey-



valuepair is thenstoredat the nodethat ownsthe sub-
spacewithin which the point P lies. To retrieve anen-
try correspondindo key K; ary nodemerelyapplies
thesamehashfunctionto discorerthepoint P andthen
retrievesthe correspondingaluefrom the nodewithin

whosesub-spaceP lies. For improved availibility, a
key may be mappedonto multiple pointsin the coor

dinatespaceusingmultiple hashfunctionsandaccord-
ingly the (key,value)pair is storedat multiple nodesin

the system. Note that the ability to route betweenar

bitrary pointsin the coordinatespacemplies thatarny

nodein thesystemcanretrieve ary (key,value)pairi.e.

canretrieve ary entryin thedistributedhashtable.

The nodesin our CAN systemself-oganizeinto an
overlay network that representshis virtual coordinate
space.A nodelearnsandmaintainsasits setof neigh-
borsthe IP addressesf thosenodesthat hold coordi-
natesub-spaceadjoiningits own sub-spaceThis set
of immediateneighborssenesasa coordinaterouting
table that enablesrouting betweenarbitrary pointsin
the coordinatespace.Thus,our CAN systenworksby
creatingand maintaininga virtual coordinateoverlay
network whereinindividual nodesareassignedlistinct
sub-spacesf thecoordinatespace.

In whatfollows, we first describethe threemostba-
sic piecesof our design:CAN routing, constructiorof
the CAN coordinateoverlay and maintainanceof the
CAN overlay Wethendiscussertainadditionaldesign
pieceghatgreatlyenhanceystenperformancendro-
bustness.

2.1 Routingina CAN

Intuitively, routingin a ContentAddressabléNetwork
works by following the straightline pathfrom source
to destinatiorcoordinates.

A CAN nodemaintainsa coordinaterouting table,
that holdsthe IP addresseandvirtual coordinatesub-
spaceof its neighborsin the coordinatespace. This
purelylocal neighborstateis sufficientto routebetween
two arbitrarypointsin thespace A pacletincludesthe
destinatiorcoordinates.Usingits coordinateneighbor
set,a noderoutesa paclet towardsit’s destinationby
simple greedyforwarding to a neighborwith coordi-
natesclosestto the destinationcoordinates.Thus, the
routing metric, asdescribedabore, is the progresgin
termsof cartesiardistance)madetowardsthe destina-
tion. In practice,in orderto factorthe underlyingIP
topologyinto the routing processa nodemeasureghe
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network level roundtrip time (rtt) betweenitself and
eachof its neighborsandusestheratio of the progress
madeto the rtt asrouting metric. i.e. for a given des-
tination,a paclet is forwardedto the neighborwith the
maximumratio of progresso rtt. This allows therout-
ing procesgo favor lower lateny paths.

Notethatmary differentpathsexist betweerasource
anddestinatiorcoordinate Hence evenif oneor more
of anodes neighborswereto crash,a nodewould au-
tomaticallyroutealongthe next bestavailablepath.

If however, anodelosesall its neighborsn a certain
direction,andthe repairmechanismslescribedn sec-
tion 2.3 have not yet reluilt the void in the coordinate
spacethengreedyforwardingmaytemporarilyfail. In
this case,a nodeusesan expandingring searchto lo-
catea nodethatis closerto the destinatiorthanitself.
The pacletis thenforwardedto this closernode,from
which greedyforwardingis resumed.

2.2 CAN construction

As describedearlier at ary point in time, the entire
CAN coordinatespaceis divided amongstthe nodes
currentlyin the system.A new nodethatjoinsthe sys-
tem,mustbeallocatedts own portionof thecoordinate
space.Thisis doneby having anexistentnodesplit its

allocatedsub-spaceén half, retaininghalf its old sub-
spacewhile the remaininghalf is assignedo the new

node. This is achieved asfollows: A new CAN node
mustfirst learnthe IP addresof ary nodecurrentlyin

the system.We achieve this initial bootstrapgn a man-
nersimilarto thatdescribedn [7] ( It is worth pointing

out however, thatall our designrequiresis thata new

nodebeableto learnof atleastonenodecurrentlyin the
CAN andis largely independenbf the exactbootstrap
mechanismi,e. if someone&omesupwith animproved

distributedbootstrapmethod we could useit)

As in [7] we assumeéhata CAN hasan associated
domainname. A CAN alsorunsa bootstraghostsuch
that the CAN domain nameresolhes (through DNS)
to the IP addresof the bootstraphost(for robustness,
onecouldrunmultiple bootstrapghostsandDNS round-
robinbetweerthem).A bootstramodemaintainsa list
of nodesit believes are currentlyin the system. Sim-
ple techniquego keepthis list reasonablycurrentare
describedn [7].

To join a CAN systema new node A startsby per
forming a DNS lookup on the CAN domainnameto
retrieve the bootstraplP address.A thencontactsthe



bootstrapmodeandretrievesthe IP addressesf oneor

more randomnodescurrentlyin the system. We use
the notationR,, to denotethis setof A's initial contact
nodes.

A thenpicks (atrandom)a point P with coordinates
Chrew, Within thespaceandrequest®neor morenodes
from R, to routea JOIN requesto the point P. Us-
ing the routing algorithmdescribedn section2.1, the
JOIN requestis routedto the nodein the systemthat
currentlyownsthesub-spacwithin whichpoint P lies.
This currentoccupannhodecouldthensplit its spacdn
half andassignonehalf to thenew nodeA. To achiere
auniform partitioningof the overall spacewe putin an
additionalvolumebalancingcheckatthistime: Instead
of directly splitting its own spacethe currentoccupant
nodefirst compareghe volume of its own sub-space
with the volumeof the sub-spacesccupiedby its im-
mediateneighborsin the coordinatespace(this is in-
formationit alreadyholdslocally). The nodewith the
largestvolume, say B is thenselectedandits spaceis
splitin two halvesof which A is assignednewhile B
retaingheother In section3 we evaluatetheusefulness
of thisaddedvolumebalancingcheck.

This volume balancingcheckthus tries to achieve
a uniform partitioningof the total volume over all the
nodesin the system.Since(key,value)pairsarespread
acrosghe coordinatespaceusinga uniform hashfunc-
tion, thevolumeof thesub-spacanodeownsis indica-
tive of the sizeof the (key,value)databaséhenodewill
have to storeandhenceindicative of theloadplacedon
the node. A uniform partitioning of the spaceis thus
desirableto achiere load balancing. (Note that this is
not sufiicient becausesertain(key,value) pairswill be
more popularthan othersthus putting higherload on
the nodeshostingthosepairs. This is similar to the
“hot spot” problemon the Weh Cachingandreplica-
tion techniquescan be usedto alleviate this hot spot
problemin CANS)

Having obtainedts sub-spaced mustnow learnthe
IP addressesf its coordinateneighborsetN,. In ad-
dimensionatoordinatespacefwo nodesareneighbors
if their coordinatespansoverlap alongd — 1 dimen-
sionsand alut along 1 dimension. (For example,in
figure 2, nodel is a neighborof B becausdts coordi-
natesub-spaceverlapswith B’s alongtheY axisand
alutsalongthe X-axis, node5 ontheotherhandis nota
neighborof B becauseheir coordinatesub-spacealut
alongboththeX andY axes)ThusthesetN, isasubset
of the set N, nodeB’s coordinateneighborset. Thus

B’s coordinate neighbor set = { 1,2,3,4}
A’s coordinate neighbor set = { }

Figure2: Example: 2-d coordinate overlay before node
Ajoins

A simplyobtainsfrom B its coordinateneighborset v,
andselectdrom it thosenodesthatarenow its neigh-
bors. Similarly, B updatests neighborsetto eliminate
thosenodegthatareno longerits neighbors Finally, A
andB’sneighborsnustbeinformedof thisreallocation
of space.Every nodein the systemperiodicallysends
updatemessagewith its currentlyassigneadoordinates
to all its neighbors. Thesesoft-statestyle updatesen-
surethat all of A and B’s neighborswill eventually
learn aboutthe entry of new node A andwill update
their own neighborsetsaccordingly Figures2 and 3
shav anexampleof anew nodejoining a2-d CAN. As
canbeinferredfrom the abore description the effects
of addinga new nodeinto the systemarerestrictedto
a smallnumberof nodesin avery smalllocality of the
coordinatespace.

2.3 CAN maintainance

The CAN maintainancelgorithmsare usedto recover
from nodefailures. Our CAN maintainancestrat@y is
composef two distinct pieces:thefirst is animme-
diate”quick-fix” takeover algorithmthatenablegjuick
recosery from a nodefailure. The secondpieceis a
backgroundsub-spaceeassignmeralgorithmthaten-
suresthat no single nodeis assignedh disproportion-
atelylargefractionof the overall coordinatespace.



B’s coordinate neighbor set = {2,3,4}
A’s coordinate neighbor set = {1,2,4}

Figure3: Example: 2-d coordinate overlay after node
Ajoins

231 Immediatetakeover algorithm

Whena nodefails, oneof its neighboringhnodes‘takes
over” thefailednodes now vacantsub-space.

Ouralgorithmsdrav heavily from the soft-statg21]
stylerecovery algorithmsdescribedn [6]. Nodessend
periodicupdatemessage® their neighbors Thesepe-
riodic messagaipdatesnclude the nodes virtual co-
ordinates,and its list of neighbors(both their IP ad-
dressesindcoordinatesub-spacesyhe absencef up-
datedrom anodeover apredefinegeriodof time (typ-
ically somemultiple of the updateperiod)is regarded
asanindicationof that nodes failure andtriggersthe
repairmechanisms.

Whena node I fails, it stopssendingout periodic
updatemessageso its neighbors. Each neighboring
nodethusindependentiydetectsl’s failure and setsa
takeover timer with timer intenal in direct proportion
to the volumeof its currentsub-spaceWhena nodes
takeover timer expiresit sendsouta TAKEOVER mes-
sageto eachof node!’s neighborgrecall that this in-
formationwasobtainedfrom I's periodicupdates).A
TAKEOVER messagéncludesthe volume of the sub-
spaceof the nodeinitiating the takeover. A takeover
bid from a nodeI is consideredbetter thanonefrom
nodeJ if I's sub-space&olumeis lower thanJ’s or if
theirvolumes areequalandl < J. Ourrecovery pro-
cesghusfavorsnodeswith smallersub-spacet avoid
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having a singlenodeassignedo large fractionsof the
overall space. Additional metricssuchasthe load on
a node,the quality of its connectiorto the Internetetc
couldalsobefactorednto thetakeover process.

A nodethat receves a bettertakeover bid thanits
own cancelsits takeover timer. Becausdimer values
areselectedn proportionto anodes sub-spaceolume
thisform of timer cancellatiorshouldensurghatmary
nodeswill hearbettertakeover bids beforetheir own
timer expiresandcanrefrainfrom sendingouttakeover
bids.

For a predefinedrecorery intenal (typically some
multiple of the maximum takeover timer intenal) a
nodetracksthe besttakeover bid it hasheard. At the
endof therecovery intenal the nodethatmadethe best
takeover bid takesoverthesub-spacef thefailednode.

Under certainfailure scenariosuchasthe simulta-
neousfailure of multiple, adjacentnodes,it is possi-
ble thata node A detectsthe failure of a neighboring
nodeB but doesnotknown nodeB’s neighborsin such
casesprior to triggering repair mechanismspode A
performsanexpandingring searctor thenodeseigh-
boring B’s coordinatesub-space.

Note, thatthe abore recovery algorithmneednot be
invoked every time a nodeleavesthe system. Rather
if aparticipatingnodegracefullyexits anapplicationjt
could, aspartof the exit procedurehandover its state
to a neighboringnodewhich would thentakeover the
departingnodes sub-spaceThe abore recovery algo-
rithms arerequiredfor true nodeand/ornetwork fail-
ures.

2.3.2 Background sub-space reassignment

The immediate takeover algorithm describedabore
mayresultin asinglenodebeingassigneanultiple sub-
spaces.ldeally, we would like to retaina one-to-one
(or mary-to-onein the caseof sub-spaceverloading)
assignmenbf nodesto sub-spaceshoth becausehis
reduceghe amountof control statea nodemustmain-
tain andbecauset preventsthe coordinatespacefrom
becominghighly fragmentedIf for example themem-
bershipof aCAN dropsin half, wewouldlike thenum-
berof sub-space® dropaccordingly

To achieve this one-to-onenodeto sub-spaceassign-
ment,we usea simplealgorithmthataimsat maintain-
ing, evenin thefaceof nodefailures,a dissectiorof the
coordinatespacdahatcouldhave beencreatedsolelyby
nodegoining thesystem.



Figure4: Effect of dimensions on path length

At a generalstepwe canthink of eachexisting sub-
spaceasa leaf of abinary“partition tree” Theinternal
verticesin the treerepresensub-spacethatno longer
exist, butweresplitatsomeprevioustime. Thechildren
of atreevertex arethetwo sub-spaceito whichit was
split. Of coursewe don't maintainthis partitiontreeas
adatastructure put it is usefulconceptually

By an aluseof notation,we usethe samenamefor
a leaf verte, for the sub-spaceorrespondingo that
leaf vertex, andfor the noderesponsibldor that sub-
space.The partitiontree (like ary binarytree)hasthe
propertythat,in the subtreerootedat ary internalver
tex, therearetwo leavesthataresiblings.Now suppose
a nodewantto hand-of aleafx. If the sibling of this
leafis alsoa leaf (call it y) the hand-of is easy Sim-
ply coalescdeavesx andy, makingtheir formerparent
vertex a leaf, andassignnodey to thatleaf. This cor
responds$o combiningsub-spaces andy into asingle
sub-spacavhichis assignedo thenodey. If y, thesib-
ling of x, is notaleaf performadepth-firstsearctin the
subtreeof the partitiontreerootedaty until two leaves
thataresiblingsarefound. Call theseleavesz andw.
Thencombinez andw, makingtheir former parenta
leaf. This corresponds$o combiningsub-spaceg and
w into a single sub-space.Assignthe nodez to this
combinedsub-spacandassigmodew to sub-space.
Figure4 shavs a simpleexampleof this reassignment
process.n fig 4 let us saynode9 fails andby theim-
mediatetakeover algorithmnode6 takesover node9's
place. By the backgroundeassignmenprocessnode
6 woulddiscorernodeslOand11. Oneof thesesayll
takesover the combinedsub-space$0and11, and10
takesover whatwas9'’s sub-space.

Of coursewe dont really maintainthepartitiontree;
it is justa conceptuahid. All anindividual nodeactu-
ally hasis its coordinaterouting table which captures
the adjaceng structureamongthe currentsub-spaces

2 3 4 5 6 7 01
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(the leaves of the deletiontree). However, this adja-
ceng structureis suficient for emulationof all the op-
erationsonthepartitiontree

A nodel performsthe equivalentof the above de-
scribeddepth-firstsearchon the partitionasfollows:

e et dj, bethelastdimensionalongwhich nodel’s
sub-spacevashalved (this canbe easilydetected
by merely searchingfor the highestordereddi-
mensionwith the shortestoordinatespan).

o from its coordinateroutingtable,nodel selectsa
neighbomodeJ thataluts I alongdimensiondy,
suchthat.J belonggo thesub-spacéhatformsthe
otherhalfto I'ssub-spacéormedasaresultof the
lastsplitting alongdimensiondy, (gross!!).

e if thevolumeof J’s sub-spacequalsl’s volume,
thenI andJ constitutea pair of sibling leafnodes
whosesub-spacesanbe combined.

e If J'ssub-spacés smallerthanl’sthenI forwards
adepth-firstsearchrequesto nodeJ, which then
repeatgshe samesteps.

e The above processepeatsuntil a pair of sibling
nodess found.

Section3 measureshe numberof stepsa depth-first
searchrequesthasto travel beforesibling leaf nodes
canbefound.

2.4 Additional Design components

The previous section,describecbur CAN designin its
most basic, strippeddown form. In this section,we
point out certainfeaturesof the above designaswell
ascertainadditionalmechanismshat greatlyimprove
the performanceand robustnessof the aborve design.
Eachof the following additionscausequite dramatic
improvementsin systemperformanceand robustness
but come at the cost of increasedoernode state(al-
thoughpernodestatestill remainsindependenof the
numberof nodesin the system). The extentto which
thefollowing techniquesreapplied(if atall) involves
atrade-of betweernimprovedrouting performancend
systemrobustnesson the onehandandincreasecer
nodestateon the otherand shouldbe madeto satisfy
applicationspecificrequirements.



24.1 Movingto higher dimensions

Thefirst obserationis thatour designdoesnot restrict
the dimensionalityof the coordinatespace.Increasing
the dimensionsof the CAN coordinatespacereduces
theroutingpathlengthfor asmallincreasen thesizeof
the coordinateoutingtable. For a CAN with d dimen-
sionsandn nodes,the pathlength grows as O(n'/?)
while theamountof neighborstategrovs asO(d). Be-
causdncreasinghe numberof dimensionsmpliesthat
anodehasmoreneighborsthefault tolerancen rout-
ing improves as a nodenow has more potential next
hop nodesalong which paclets can be routed. Simi-
larly, the highernumberof neighboramprovesthe ef-
ficagy of ourvolumebalancingchecktherebyresulting
in a moreuniform partitioningof the coordinatespace
amongthenodesn thesystem.

2.4.2 Adding multiplerealities

The seconddesignobsenration is that we can main-
tain multiple independentoordinatespacesvith every
nodein the systembeing assignedo different, inde-
pendensub-spacesn every coordinatespace We call

eachsuch coordinatespacea "reality”. Every added
reality improvessystenrobustnesandperformancet

thecostof increasedontrolanddatastatepernode.

The contentsof the hashtable arereplicatedon ev-
ery reality i.e. ary dataassociatedwith a location,
say(x,y,z), is now storedat the nodesassociatedvith
(x,y,2) on eachreality. This replicationimproves data
availibilty. For example,saya pointerto afile "ABC”
is to be storedat the coordinatelocation (x,y,z). With
threeindependentealities this pointerwould be stored
at 3 differentnodescorrespondingo the coordinates
(x,y,2) on eachreality. Thisredundang meanghatthe
pointerto "ABC” is unavailable only when all three
nodesaredown.

Further becausehe contentsof the hashtable are
replicatedon every reality, routing to location (x,y,z)
translateso reaching(x,y,z) on ary reality Conse-
qguently multiple realitiesimproves routing efficiengy
(i.e. routingpathlength).To seethis, considetthe state
held by a single node. For a CAN with r realities,a
singlenodeis assigned coordinatesub-spacegineon
every reality A nodethushasr coordinateaddresses,
andr independenheighborsets. A nodes coordinate
addresseareselectedsuchthatthey lie at sufiiciently
differentlocationsof the coordinatespace. What this
implies, is that an individual node, hasthe ability to,
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in a single hop, reachdistantportionsof the coordi-
nate spacetherebygreatly reducingthe averagepath
length. To forward a paclet, a nodenow checksall

its neighborson eachreality and forwardsthe paclet
to thatneighbomwith coordinateglosesto thedestina-
tion.

Finally, multiple realitiesimprove routing fault tol-
erancepecauseén the caseof aroutingbreakdavn on
onereality, traffic cancontinueto be routedusingthe
remainingrealities.

A CAN systemcould thus make use of multiple,
multi-dimensionatoordinatespaces.

2.4.3 Overloading coordinate sub-spaces

Sofar, ourdesignassumethatary sub-spacés, atary
pointin time, assignedo a singlenodein the system.
We now modify this to allow multiple nodesto share
the samesub-space.Nodesthat sharethe samesub-
spacearetermedpeers.We definea systemparameter
MAXPEERS, whichis the maximumnumberof al-
lowablepeergpersub-spacéweimaginethatthisvalue
would typically beratherlow, 3 or 4 for example).

At all times,a nodemustmaintaina peetlist, i.e. a
list of the nodessharingits sub-spaceNodescontinu-
ally monitor the livenesf their peers. While a node
mustknow all thepeerdn its own sub-spacet neednot
trackall thepeerdn its neighboringsub-spacesRather
a nodeselectsone nodefrom eachof its neighboring
sub-spacedAs describedelowr, anodewill overtime,
measurethe round-trip-timeto all the nodesin each
neighboringsub-spacandretainthe closesf(i.e. low-
estlateny) nodein its coordinateneighborset. Thus,
while overloadingsub-spacesequiresa nodeto track
its peernodesjt doesnotincreasehe amountof coor
dinateneighborstatea nodemustmaintain.

Overloading a sub-spaceis achieved as follows:
Whenanew node,say A, joinsthesystemijt discorers
an existentnode, say B, whosesub-spacét is meant
to occupy. Ratherthandirectly splitting its sub-space
asdescribedefore,nodeB first checkswhetherit has
fewer than M AX PEERS numberof peers. If yes,
the newv node A merely joins B’s sub-spaceawithout
ary spacesplitting. Node A obtainsboth its peerlist
andits list of coordinateneighborsfrom B. Periodic
soft-stataipdategrom A senetoinform A’speersand
neighborsaboutits entryinto the system.

If the sub-spacés full (alreadyhasM AX PEERS
nodes)thenthe sub-spaces split into half asbefore.
Node B informs eachof the nodeson it’s peetlist that



the spacds to be split. Using a deterministicrule (for

exampletheorderingof IP addressesjhenodesonthe
peerlist togetherwith the new node A divide them-
sehesequallybetweerthetwo halvesof the now split

sub-spaceAs before,A obtainsits initial list of peers
andneighbordrom B.

Periodically a nodesendsts coordinateneighbora
requestfor its list of peers,then measureghe rtt to
all thenodesin thatneighboringsub-spacandretains
the nodewith thelowestrtt asits neighborin thatsub-
space Everynodein thesystendoeshisfor eachof its
neighboringsub-spacesAfter its initial bootstrapinto
the system,a node can performthis rtt measurement
operationat very infrequentintenals so asto not un-
neccessarilgeneratéarge amountsof controltraffic.

Thebenefitsof overloadingsub-spacearemary:

e overloading a sub-spacesignificantly improves
systemfault tolerancebecausea sub-spacebe-
comesempty only whenall the nodesin a sub-
spacecrashat the sametime. (in which casethe
repairprocesslescribedbore still needgo beap-
plied)

¢ becausanodenow hasmultiple choicesn its se-
lection of neighboringnodes,it canselectneigh-
borsthat are closer(in termsof lateng) thereby
reducingpathlatencieson the CAN overlay Our
simulationresultsin section3 quantify thesela-
teng/ gains.

e sub-spaceverloadinghasthe effect of reducing
the averagepath length (in terms of number of
hopson the CAN overlay) becauslacingmulti-
ple nodesper sub-spacéasthe sameeffectasre-
ducingthe numberof nodesin the system.Again,
our simulationresultsquantify this effect.

Overloading sub-spacesdds somavhat to system
compleity becausenodesmust now track a set of
peersand ensureconsisteng of both dataand con-
trol stateacrosspeers. And yet, this complity ap-
pearsworthwhile both becausave do not ervisagethe
M AX PEERS parametebeingsethigherthanmaybe
3-4 nodesand becausdas our simulationresultsvali-
date)we obtainlarge gainsin performanceandrobust-
nessfor what seemslike a small increasein system
compleity.

3 Simulation

We now presentsimulationresultsevaluatingthe per
formanceof our CAN algorithm.We begin with abrief
recapof our designparametersand then presentour
evaluationmetricsand quantify the effect of the vari-
ousdesignparametersn thesemetrics.

Our key designparametersiffecting systemperfor
manceare:

e dimensionalityof thevirtual coordinatespaced
e numberof realities:r

e routing metric: Progress-onlydenotedP) and
Progress/RT (denotedP/R)

e use of the volume balancingcheckdescribedin
section2.2

e number of
MAXPEERS

peer nodes per sub-space:

We usethefollowing metricsto evalute systemper
formance:

e path length: measureghe numberof hopsre-
quired to route betweentwo pointsin the coor
dinatespace.Note thatthis is the numberof ap-
plicationlevel hopsrequiredto routeonthe CAN
overlay network andnot on the underlyingIP In-
ternet.

e neighborstate:measureshe numberof entriesin
anodes coordinateroutingtable

e delay: measureghe total latengy of the routing
pathbetweertwo pointsin the coordinatespace

e volume: measureshe volume of the sub-space
nodeis assignedo. The fraction of the hashta-
ble storedat a nodeis directly proportionalto the
volumeof the spacét owns.

We first presentstatic simulation results evaluat-
ing the CAN constructionand routing processwith-
out modellingnodefailures(i.e. without CAN main-
tainance pndthenaddnodefailuresinto thepictureand
evaluatetheir effect.
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Figure5: Effect of dimensions on path length

3.1 Performance under static system condi-
tions

3.1.1 Pathlength

The effect of increasingdimensionson routing path
lengthis quantifiedin figure 5 .Figure5 measureshe
pathlength(onY axis)with anincreasingnumberof
nodesn thesystem(X axis)for coordinatespacesvith
differentdimensiongboth X andY axesareplottedon
logsy scale).

Similarly, figure 6 measureshe pathlengthwith an
increasingnumberof nodesfor an increasingnumber
of realities(againbothaxesareonlog, scale)

3.1.2 Neighbor State

As seenin the previous section therouting pathlength
canbereducedy increasinghenumberof dimensions
and/orrealities. Increasingd andr however resultsin
increasedeighborstate.Figure7 plotsthe pathlength
(onthe Y axis) versusthe averagepernode neighbor
state(numberof entriesin theroutingtable)for increas-
ing numbersof dimensionsand realities. As can be
seen,for the sameamountof neighborstate,increas-
ing dimensiongield shorterpathlengthsthanincreas-
ing realities. Oneshouldnot, however, concludefrom
theseteststhat multiple dimensionsare morevaluable
than multiple realitiesbecausamultiple realities offer

otherbenefitssuchasredundang andfault-tolerance.

dimensions=2

#realities=1

#realities=2

#realities=3

Hop count

7.00
6.50
6.00
5.50
5.00

4.50

8.00 10.00 12.00 14.00 16.00

Number of nodes

Figure6: Effect of multiple realities on path length

Rathey the point to take away is thatif onewaswill-
ing to incur anincreasen the averagepernodeneigh-
bor statefor the sole purposeof improving routing ef-
ficiengy, thenthe right way to do so would be to in-
creasethe dimensionalityd of the coordinatespace,
ratherthanthe numberof realitiesr.

3.1.3 Latency

The end-to-endpath lateny is affected by the path
length (i.e. numberof routing hops)and the lateny
of eachindividual hop. Reductionin latengy canthus
be acheved by reducingthe pathlengthor by reduc-
ing the latengy of every individual hop. Reducingthe
pathlengthmaybe achieed by increasinghe number
of dimensionsrealitiesor the numberof peersasseen
above. P/R routingandsub-spaceverloadingaim at
reducingthe perhop lateny. We now quantify the la-
teng reductionobtainedhroughP/ R routingandsub-
spaceoverloading.

Thefollowing simulationswverecarriedout usingthe
GT-ITM transit-stultopologygeneratof23]. Transit-
stubtopologiesmodelnetworks usinga 2-level hierar
chy of routingdomains.Stub domainsonly carry traf-
fic that originatesor terminatesn their domainwhile
transit domainssene to interconnectower level stub
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Figure7: Path length with increasing neighbor state

domains. We assignlink latenciesof 100msto intra-
transitdomainlinks, 10msto stub-transitinks and1ms
to intra-stubdomainlinks (completerubbish.. repeat
with betterlateny distributions). For thistopology the
averageend-to-endatengy of the underlyingnetwork
pathbetweertwo nodess approximatelyl15ms.
Figure 8 compareghe end-to-endpath lateng us-
ing the P and P/ R routing metrics. The figure plots
thelateny (Y axis)for increasinghumberof nodes(X
axisonlog, scale).We seethereductionin pathlaten-
ciesusingthe P/ R routingmetric. We alsoseethatthe
absolutevaluesof the latenciesare significantlylower
with 4 dimensionghanfor 3 dimensions.This is due
to the reductionin the numberof hopswith increas-
ing dimensions.To factorout the effect of pathlength
in measurindateny andthusobtaina clearerview of
theeffect of P/R routing,tablel lists the averageper
hoplateny obtainedoy normalisingthe end-to-enda-
tenciesfrom figure 8 by the averagepathlength. As
canbe seenwhile the perhoplateng using P routing
matcheghe underlyingnetwork perhoplateny, P/R
routinglowersthe perhoplateny by around36 %.

Figures9 and10 shav the effect of sub-spacever
loadingon pathlateng. Figure9 plotsthe end-to-end
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| Numberof dimensions| P routing | P/R routing |

3 116.7 76.08
4 115.8 71.2

Tablel: Per-hop latenciesusing P and P/ R routing

Progress only (d=4)
Progress/RTT (d=4)

Progress only (d=3)

Progress/RTT (d=3)
e2e latency (*10°A3ms)

8.00 10.00 12.00 14.00 16.00

Number of nodes

Figure 8: Comparison of ProgressRTT vs. Progress-
only Routing
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Figure9: Reduction in End-to-end latency dueto repli-
cation

lateny (Y axis) for an increasingnumberof nodes
with different valuesof MAXPEERS, the maxi-

mum numberof peersper sub-spaceWith increasing
MAXPEERS, anodehasincreasinglymorechoices
in selectingts neighborsandcanthusselectneighbors
thatarecloser(i.e. lower lateng) thusreducingthela-

teng of individual CAN links. Onceagain,to isolate
the lateny reductionobtainedbecausef overloading
we normalisethe end-to-endateny by the numberof

hopsandplot the perhoplatenciesn figure 10. As can
be seen,sub-spaceverloadingwith a maximumof 4

nodesper sub-spaceyields a reductionof about50%

overthenetwork level perhoplateng.

3.1.4 Volume

Figurellattemptdo quantifytheusefulnessf ourvol-

ume balancingcheckappliedat the time a nodejoins
the CAN. WeranCAN simulationswith 2'6 nodesboth
with and without the volume balancingcheck. At the
end of eachrun, we computethe volume of the sub-
spaceassignedo eachnode. Figure 11 thenplotsthe
percentagef the total numberof nodesthat were as-
signedsub-spacesf a particularvolume. Let the total

volumeof the entire coordinatespacebe V- andn be
thetotalnumberof nodesn thesystem.Then,aperfect
partitioningof the spaceamongthen nodeswould as-
signasub-spacef volumeVr/n to eachnode.We use
V to denoteVr/n. In fig 11, we plot differentpossible
volumesin termsof V' onthe X axis. Fromtheplot, we

canseethatwithoutthevolumebalancingcheckallittle
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Figure10: Reduced per-hop latency with replication

over 40% of thenodesareassignedo sub-spacewith
volumeV ascomparedo almost90% with the useof
the volumebalancingcheck. With the volumebalanc-
ing check,the largestsub-spacés only 2V compared
to 8V without. Thus,the spreadf different-sizedsub-
spacesdn the systemis very low with the use of the
volumebalancingcheckascomparedo without.

3.2 Dynamic metrics

We now presentsimulation resultsquantifying CAN
systemperformancen thefaceof nodefailures.

We first studythe effect of nodefailureswithoutthe
useof any CAN maintainancealgorithm.i.e. if anode
fails, its sub-spacés left vacantandno takeover algo-
rithmsareinvoked.

We look atwhatfractionof thetime anodeis unable
to forward a paclet on to its destinationusing purely
greedyforwarding (i.e. no flooding) whenwe do not
male useof ary recovery algorithms. Sucha testis
indicative of theextentto whichthe CAN maintainance
algorithmsarerequired.

Figure 12 plots the probability with which greedy
routing fails (Y axis) as a function of the numberof
nodes(on X axis with logy scale)for differentfailure
rates.

Figure13 plotstherouting pathlength(Y axis)asa
function of the numberof nodesin the systemwhena
nodeforwardspaclets using a flooding ERSin cases
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Figurel11: Effect of Volume Balancing check
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Figure12: Routing failure rate without repair
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Figure13: Path Length using ERS

| Numberof dimensions| avg(#hops)| max(#hops) |

2 1.12 3
3 1.09 3
4 1.07 3

Table2: Background sub-space reassignment

where simple greedyforwarding fails. Once again,
nodesdo not make useof ary recovery algorithms

Figure 14 plots the searchradius(Y axis) at which
the ERSsuccessfullyerminates.

The backgroundsub-spaceeassignmenalgorithm
describedn 2.3requiresa nodeto sendout a "depth-
first search"queryto find a nodeto which it canhand
off oneof its extra sub-spaces.

Table2 liststhenumberof hopsaway fromitself that
a nodewould have to searchin orderto find a nodeit
canhandoff anextrasub-spac¢o.

4 Related Work

Underrelatedwork, we first look at algorithmsin the
literaturerelevantto datalocationandcontentrouting.
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Figurel4: Search Radius using ERS

We thendescribesystemsandapplicationghatinvolve
adatalocationcomponent.

4.1 Related Algorithms

Routingalgorithmssuchasthe DistanceVector (DV)
andLink State(LS) usedin IP routing, requireevery
routerto have somelevel of knowledge of the topol-
ogy of the entire network. The Bellman Ford algo-
rithm usedin DV doesthis iteratively by having every
router periodicallyannouncéts distancefrom all net-
work destinationso its local neighborswhile LS works
by simply announcingts link statusto every routerin
the network. Unlike our CAN routing algorithm, DV
andLS thusrequirethewidespreadiisseminatiorof lo-
caltopologyinformation. While well suitedto IP rout-
ing wheretopology changesare relatively infrequent,
DV and LS are not well suitedto networks wherein
topology changesare frequentsince this would gen-
eratelarge amountsof routing updates. Becausewe
wantedour CAN designto scaleto large numbersof
nodesand copewell with high degreesof nodeflaki-
nesswe chosenotto useroutingschemesuchasDV
andLS thatrequirearouterto have afull topologymap.
Anothergoalin designingCANs wasto have atruly
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distributed routing algorithm, both becausehis does
not stressa small set of nodesand it avoids a single
pointof failure. We henceavoidedary form of hierar

chicalroutingalgorithmg[22, 14, 4].

Perhapglosestin spirit to the CAN routingscheme
is the Plaxtonalgorithm[20]. In Plaxtons algorithm,
every nodeis assigned uniquen bit label. This n bit
labelis dividedinto | levels,with eachlevel having d =
n/l bits. A nodewith label, sayzyz, wherex,y andz
ared bit digits, will have aroutingtablewith entriesof
theform

e x XX
o rxX
® Ly

wherewe usethe notation x to denoteevery digit in
0,...,2¢ — 1, andX to denoteany digitin 0, ..., 2% — 1.

Usingtheabove routing state,a paclet is forwarded
towardsa destinationlabel nodeby incrementally’re-
solving” the destinationlabel from left to right. i.e.
eachnodeforwardsa paclet to a neighborwhosela-
bel matcheqfrom left to right) the destinatiorniabelin
onemoredigit thanits own does.

For a systemwith n nodes Plaxtons algorithmthus
routesin O(logn) stepsandrequiresaroutingtablesize
thatis O(logn). CAN routing by comparisorroutes
in O(n'/%) hops(whered is dimensionswith routing
tablesize O(dr) whichis independenof n.

Both Plaxtonand CAN routing thushave goodper
formancebounds. We believe howvever that for self-
organisingsystemsCAN routingoffersgreaterobust-
nessandsimplicity in thefaceof fluctuatingnodemem-
bership.

This is bestunderstoodhroughan example: Con-
sidera Plaxtonsystem,whereinnodesare assigned®
bit labelswith 3 levels. Continuingwith the notation
usedabore, let ussaythatat somepointin timethereis
no nodein thesystenmwith alabelof theform 13X . All
nodeswith labelsof theform 1XX muststorearouting
tableentryof theform 13X. Sincethereis nonodecur
rently in the systemwith label of the form 13X, nodes
insteadstorea pointerto anodecurrentlyin thesystem,
with alabelthatis a good”approximation”of thelabel
13X (detailsof what constitutesa goodapproximation
arein [20]). Considewhathappensvhenanode,say
136, enterghe systemall nodesof theform 1XX must
now beinformedaboutodel36's entryinto thesystem



andupdateheirroutingtables.If nodel36wereto sub-
sequentlycrash every nodeof theform 1XX mustnow
againlocatea good "approximation”’node. In short,
maintainingaccurateyptodateroutingtablesin a scal-
ablemannerwith nodesenteringandleaving the sys-
tem, is non-trivial with Plaxtons algorithm. Because,
the CAN algorithmalwayshasafully occupiedaddress
space(i.e. coordinatespace)jt doesnotfaceary such
problemsassociatedvith approximationsof nodela-
bels.

It shouldbe pointedout however thatthe Plaxtonal-
gorithmwasoriginally proposedor web cachingervi-
ronmentswhich aretypically administratorconfigured
asopposedo self-oganisingandthe numberof caches
in theadministratos network is fairly stable.

4.2 Related Applicationsand Systems
4.2.1 Domain Name System

TheDNS systenin somesensgrovidesthesameunc-
tionallity asa hashtable;it storeskey valuepairsof the
form (domainname,IP address)While a CAN could
potentiallyprovide a distributed DNS-like service,the
two systemsaarequite different. In termsof functional-
ity, CANs aremoregenerathanthe DNS. The current
designof the DNS closelyties the namingstructureto
the mannerin which a nameis resolhed to an IP ad-
dressCAN nameresolutionis truly independenof the
namingscheme.In termsof design,the two systems
arevery differentasshouldbe evidentfrom this paper

4.2.2 OceanStore

The OceanStorgrojectat U.C.Berleley [13] is build-
ing a utility infrastructuredesignedio spanthe globe
and provide continuousaccesso persistentinforma-
tion. Senersself-oganiseinto a very large scalestor
agesystem Datain OceanStoreanresideatary sener
within the OceanStorsystemandhenceadatalocation
algorithmis neededo routerequestdor a dataobject
to an appropriatesener. OceanStoraisesthe Plaxton
algorithmfor datalocation. The Plaxtonalgorithmwas
describedabove.

4.2.3 Publius

Publius[15] is a Web publishingsystemthatis highly
resistantto censorshipand provides publisherswith a
high degreeof anorymity. The systemconsistf pub-
lisherswhopostPubliuscontento theweb,senersthat
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hostrandom-lookingontentandretrieversthatbrowvse
Publiuscontenton the weh The currentPubliusde-
signassumeshe existenceof a static,system-widdist
of available seners. Publiuscontentis encryptedby
the publisherand spreadover somesubsetf the web
senerson thelist. The self-oiganisingaspectof our
CAN designcould potentiallybeincorporatednto the
Publiusdesignallowing it to scaleto large numbersof
seners. We thusview our work ascomplementaryo
thePubliusproject.

424 Peer-to-peer applications

Recentlyanumberof systemsandapplicationg17, 10,
16, 9] have beenproposedhatmale useof whatis be-
ing termeda "peerto-peer’modelof communication.
In peerto-peersystemsfiles are storedon individual
usermachinegqratherthana centralsener). Thetrans-
fer of filestakesplacefrom oneusemachineo another
directly without passinghrougha sener. Anotherway
of statingthisis to saythatevery machinen thesystem
playsthe role of both client andsener. Becausdiles
can potentially be locatedat ary nodein the system,
peerto-peersystemsequireameansvherebyanodein
thesystemcandiscorer thelP addressesf thosenodes
in thesystematwhichaparticularfile is stored.In Nap-
ster[17] theindex mappingfile namego IP addresses
is storedat a centralsener hencethe searchprocess
itself doesnot fall underthe peerto-peerbanneyonly
the only the actualfile transferprocesds peerto-peer
based.

Theindex in Gnutella[10] is distributed acrossthe
set of users. Searchrequestsare essentiallyflooded
(with someform of scoping)overtheGnutellanetwork.
Thedistributedsearchcomponenbf Gnutellathushas
scalingproblemg12] and,becauseheflooding hasto
becurtailedat somepoint, mayactuallyfail to find con-
tentthatis actuallyin thesystem.

In all the above applications,our CAN designcan
be usedfor the constructiorandmaintainancef a dis-
tributedindex thatis atoncescalableandfaulttolerant.
Hence,while our CAN designdoesnot by ary means
solve all the problems(such as anorymity, security
accountabilityetc) tackled by systemslike FreeNet,
GnutellaandMojoNation, it cansene asa coreappli-
cationbuilding block within all of them.
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In [11], Gribbleetal. implementa distributed hashta-
ble designedo run on a clusterof workstations.Their
goal is to easethe developmentof scalable,available
servicesrunningon a clusterof workstationsby pro-
viding persistentlatastructureshatencapsulatéheva-
gariesof clusteredplatforms. Becauseheir targetted
ervironment,i.e. clustersof workstationsjs very dif-

ferentfrom the wide-arednternet,we view their work
asorthogonato ourown.
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