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I

Introduction

1   Motivation
“A network connects a number of distributed points and enables communication between
them...”. With currently 10,000,000 hosts and 100,000 networks [32], the Internet represents a
powerful heterogeneous communication network spanning the whole world. The rapid growth
of the Internet transformed it from a field for scientific research to a mass medium for everyday
use. With increasing bandwidth and decreasing transmission delay researchers have been
tempted to exploit the Internet for something it had not been designed for: real-time multimedia
communication. Recent developments [24], [36] and [44] demonstrate that environments like
video and audio broadcasting, teleconferencing and full duplex multimedia communication
over the Internet are basically feasible. However, the obtained results for video and audio com-
munication are still of mediocre quality. All these tools suffer from the fact that the Internet, as
the underlying transmission network, does not support real-time data streams.
Audio plays a big role for these environments and is usually the most important component in a
multimedia communication. The appearance of numerous ‘Internet Phones‘ [28] that allow
bidirectional point to point voice connections reflects the strong demand for this kind of audio
applications. Realizing a robust audio transmission scheme for the Internet still remains a major
task for research.

2   Overview
Distributing real-time data, and specifically audio data, over networks that do not provide guar-
anteed resources such as bandwidth or guaranteed performance measures such as maximum
delay or maximum loss rate is considered in the following.
Audio communication over packet switched networks - like the Internet - is often degraded due
to packet losses and varying packet arrival times. From one point in the network the audio data
is sent in packets to another point. One important characteristic of a packet switched network is
the delay required to deliver a packet from a source to a destination. Each packet generated by a
source is routed to the destination via a sequence of intermediate nodes. Variable processing
and queueing delays at each hop on the way to the destination sum up to a varying end-to-end
delay. Packets may be rejected at intermediate nodes because of buffer overflow or they may be
discarded because of transmission errors. Hence, another important characteristic of a packet
switched network is its packet loss rate [4]. It appears that the quality of audio delivered from a
source to a destination depends essentially on the number of lost packets and of the delay vari-
ations between successive packets [6]. Therefore one often encounters substantially reduced
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audio quality. Unprotected streams of audio data are very sensitive towards transmission fail-
ures and the drop off in quality is enormous. Our goal is to employ encoding mechanisms that
make this quality degradation more graceful.
Two approaches have emerged to support real-time applications over packet switched and lossy
networks. One approach is to extend current protocols and switch scheduling disciplines to pro-
vide the desired performance guarantees. This approach requires that admission control, polic-
ing, reservation, and sophisticated scheduling mechanisms are implemented in the network.
The design, analysis, and evaluation of such mechanisms is an active research area [5]. The
other approach is to adapt applications to the service provided by the network. The idea is to
have audio coders and decoders that adapt to the delay variance and loss characteristics of the
network. This amounts to develop mechanisms that eliminate or at least minimize the impact of
packet loss and delay jitter on the quality of audio delivered to the destination.
Efficient play-out adjustment mechanisms have been developed that minimize the impact of
varying packet arrival times [35]. However, minimizing the impact of packet loss on the audio
quality remains an active research task. Measurements of the packet loss process for audio
streams over the Internet indicate that loss periods usually involve only a small number of con-
secutive packets when the Internet load is low to medium. This suggests that open loop error
correction schemes based on forward error correction are adequate to reconstruct lost audio
packets [6].
Two different scenarios -broadcasting like Internet radio andfull duplex communication like
Internet telephony - have to be kept in mind. For broadcasting the encoding procedure is
allowed to be time consuming, whereas in full duplex communication processing delay is criti-
cal. We are looking into protection schemes like PET [33] and the one used for RAT [36] in the
MICE project [30] in order to cope with both situations. We are investigating how efficient
these protection schemes provide graceful quality degradation in the presence of packet loss
and how much delay they are introducing. In order to allow graceful degradation the encoding
of the audio signal has to be layered. Then the FEC mechanisms transmit the more important
layers of the codification with redundancy distributed among several consecutive packets. This
way packet loss does not affect the signal reconstruction at the destination. A major part of this
paper focuses on a hierarchical encoding of audio signals using transform coding. The codecs
developed here employ various wavelet transforms, the Fourier transform and the discrete
cosine transform for a layered and compressed representation of an audio signal. These coders
allow the perfect reconstruction of the original signal from the complete encoding information,
whereas a reconstruction from fragments of the encoding yields into a graceful degradation of
audio quality depending on the amount of data lost.

The next three sections still have an introductory character. We first investigate the require-
ments that real-time audio communication imposes on the transmission channel. Then we dem-
onstrate that packet switched networks like the Internet do not accomplish these requirements
and finally we outline possible methods to overcome these limitations. The last section is dedi-
cated to give a general view of the structure and the organization of the thesis.

3   Channel requirements for real-time audio communication
Real-time audio communication is something that happens everywhere. How it should happen
over a packet switched and lossy network like the Internet can be examined by looking at some
real world examples. The user expects real-time audio communication over the Internet to be
like real-time audio communication over any other media. At first we determine the vocabulary
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that is used in the following since most of these expressions do not have a sharply defined
meaning.

Definition 1
Communication is the process of exchanging information between two or more points. A
sender transforms information into a communication signal which is transmitted in form
of a transmission signal to a receiver. The communication signal and the transmission
signal may be identical. The medium which is used for transmission is called channel.
Depending on the quality of the channel the transmission signal received by the receiver
is more or less identical to the one sent by the sender.
A communication is unidirectional if all points are either senders or receivers and it is
bidirectional if they are both. A bidirectional communication can be either full duplex or
half duplex. In a full duplex communication each point is able to send and receive simul-
taneously whereas only one point can send at a time in a half duplex communication.

Definition 2
A communication is real-time when it mimics the properties of a face to face communica-
tion between human beings.

The communication signal in audio communication is the sound wave, since this is the only
signal that is perceivable by the human ear. Audio signal, sound signal, music signal or speech
signal are common synonyms that refer to the sound wave in audio communication. A sound
wave is continuous and contains a continuous stream of information. Therefore the channel for
a real-time audio communication is required to be isochronous.

Conc lusion 1
A channel for real-time audio communication has to assure a continuous and isochro-
nous transmission of the sound wave.

The transmission signal for audio communication is not sub-
ject to any restrictions. Besides using the sound wave
directly, there are techniques that explore radio waves, elec-
tromagnetic waves or even light beams to transmit the (trans-
formed) audio signal. The transmission can be either analog
or digital, corresponding to a continuous or a discrete repre-
sentation of the sound wave (see figure1). In case of an ana-
log transmission, the transmission signal is a continuous
transformation of the sound wave. For a digital transmission the sound signal is sampled in reg-
ular time intervals. Then the discrete sample values are encoded (usually blockwise) into the
transmission signal.

We look at a real world example for
a bidirectional audio communica-
tion. When two people are dining
in a restaurant, talking with each
other, they are having a full duplex
communication. This obviously is a
real-time communication since a
face to face conversation corre-
sponds to our definition of real-
time. The communication is full
duplex because both people are able to speak and listen simultaneously (see figure2). Each
partner acts as a sender when saying something, and as a receiver when hearing something. The

FIGURE 1.   (a) analog, (b) digital
representation of a sound wave
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speaker is transforming the information which consists of words, sentences, laughter etc. into a
sound wave - the communication signal. Since the two guests are talking directly to each other
the transmission signal is the same as the communication signal. The channel that transmits the
sound wave is the physical surrounding of the two speakers.

In a usual dinner conversation one
understands what the opposite
party says, although the communi-
cation can be disturbed by a num-
ber of reasons. The waitress may
interrupt a talk by asking, whether
the dessert should be served. Or
one tries to explain something
while swallowing a huge portion of
‘nachos con guacamole‘. These
incidents interfere with the communication either before or while the communication signal is
produced. We want to focus on disturbances that affect the transmission signal on its way
through the channel. Some mexican musicians may play decent salsa rhythms in the back-
ground and impair the conversation this way. The speech signal leaving the mouth of the
speaker interferes with the music signal before it arrives at the listeners ear (see figure3). The
transmission signal is altered while passing through the channel.

Even if no band is playing music
and the room is almost quiet, the
communication between the two
restaurant guests is slightly dis-
turbed because the signal is weak-
ened on its way to the recipient.
Talking to a third person that is din-
ing at another table in the restaurant confirms this conclusion. The speech signal leaving the
mouth of the speaker is diminished before it arrives at the listeners ear (see figure4). Again the
transmission signal is altered while passing through the channel. The area between the two per-
sons is obviously not an ideal channel. The condition of the channel has a direct impact towards
the quality of the transmitted audio signal.

Radio broadcasts on the other
hand are a typical example
for unidirectional audio com-
munication. A radio station
broadcasts a program which
can be received by a large
number of people. As in the
last example the communica-
tion signal is a sound wave.
But unlike in the last example
the transmission signal is not
the same as the communication signal. The station uses a radio wave to transmit the program
instead (imagine a radio station using a sound wave!). Prior to sending, the sound wave is trans-
formed into a radio wave and after receiving it is retransformed to a sound wave (see figure5).
Again the physical surrounding is the channel for broadcasting the radio wave. A thunderstorm,

FIGURE 3.   interference of a speech signal
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FIGURE 4.   diminishing of a speech signal
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the neighbours broken hair dryer or a large distance to the radio tower influence the conditions
of this channel. Altering the transmission signal - that is the radio wave - directly affects the
sound wave.

The quality of the channel has a direct impact on how the
transmission signal is altered during transmission. Because
the transmission signal encodes the communication signal,
a modification of the first results in an alteration of the lat-
ter. For understanding the influence that the quality of the
channel has on the audio signal, we must observe both, the
way the audio signal is encoded into the transmission signal
and the way decreasing channel quality modifies the trans-
mission signal.
For analog transmission methods the effects of bad channel
conditions are noticeable immediately. Declining (improv-
ing) channel conditions directly increase (decrease) the
modification of the audio signal. This graceful degradation
of the audio signals quality is illustrated in figure6. For
digital transmission methods, like digital ISDN telephone, the behaviour is only slightly differ-
ent. Whereas small losses in channel quality do not have effects on the audio signal, the distor-
tion increases more rapidly with worse channel conditions than in the analog case.

The human ear is able to tolerate distortion in an audio signal up to a certain degree. We have to
differentiate between noise that is not audible, noise that is audible but leaves the signal intelli-
gible and noise that distorts the audio signal up to total unintelligibility. The transition between
these states is gradual. Continuously increasing the amount of distortion results into a graceful
degradation of the audio signals intelligibility from perfect to not understandable.
With decreasing channel quality the amount of distortion increases continuously and therefore
gracefully degrades the quality of the audio communication. This is a very desired behaviour -
the quality of the audio communication adapts to the quality of the channel.
Speaking about the quality of a channel is very general. We want to distinguish between differ-
ent qualities that a channel offers.

Definition 3
The quality of a channel is determined by the qualities of its properties. These properties
are:
- bandwidth
- transmission delay
- correctness of information
- transmission of information

The deterioration of the channel quality in our two real world examples was in fact the worsen-
ing of only one of the channels properties. Decreasing channel quality always meant decreasing
correctness whereas the other channel properties remained unaltered. The channel guaranteed
transmission with the same bandwidth and the same transmission delay throughout the commu-
nication. It was the decreasing correctness of the transmitted signal that resulted in a graceful
degradation of the audio signal. The stable channel properties assured a continuous and isoch-
ronous transmission of the audio signal.

Conc lusion 2
An ideal channel for real-time audio communication provides a guaranteed bandwidth
and a constant transmission delay and assures a continuous and isochronous transmis-

FIGURE 6.   graceful degradation of
an audio signals quality
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sion of the audio signal. Worsening channel conditions affect only the correctness of the
transmission signal.

4   Channel characteristics of packet switched networks
Packet switched and lossy networks such as the Internet do not have any of the characteristics a
channel for real-time audio communication should have. The Internet does not assure a contin-
uous and isochronous transmission of the audio signal. A worsening of the channel conditions
does not affect the correctness of information, but bandwidth and transmission delay or even
the transmission of information at all.

Using the Internet for the transmission of a continuous audio signal requires to split the audio
signal into single packets an send them one by one as depicted in figure7. A lossy network

such as the Internet does not provide any guarantees for the transmission of the packets, so that
unpredictable losses will occur inevitably. Obviously, one could use a network protocol that
retransmits the data whenever packets are lost. However, the use of such reliable protocols (like
TCP over IP) [23] usually results in increased transmission delay and the lack of control over
the detection and handling of losses. In case of frequent losses packets accumulate at the send-
ing side while the protocol keeps on trying to retransmit previously lost packets. For a real-time
audio communication the value of a packet of audio information is strongly dependent on its
actuality. A protocol that stores and therefore delays the most recent audio packets in order to
transmit older ones that already lost their value for the communication is definitely ineligible. It
is for this reason that most audio communication software uses unreliable protocols (like UDP
over IP) as the preferred mode of transmission. In this way, losses can be detected and dealt
with if necessary, and the application can decide whether retransmission is both necessary and
tractable [9].

The successful transmission of a packet and the transmis-
sion delay depends on numerous factors, like the actual
traffic load of the network, the chosen path of the packet
through the network, the condition of routers, gateways and
physical links. These circumstances make packet losses
practically unavoidable and unpredictable and introduce a
variation in packet arrival delays (jitter).
As a channel for the transmission of real-time audio data
the Internet should have the same behaviour that we have
observed for the two real world examples. With decreasing
channel quality there should be a graceful degradation in
the audio quality. For packet switched networks decreasing
channel quality means an increase of packet loss and jitter.
An unprotected stream of audio packets is very sensitive
towards transmission failures and packet loss or jitter cause not a graceful, but a drastic drop off

FIGURE 7.   transmission of a continuous audio
signal over the Internet
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in audio quality. Bad channel conditions result into an interrupted audio signal as depicted in
figure8. In the former scenarios decreasing channel quality meant a continuous degradation of
the audio signals correctness. In the actual case decreasing channel quality means that some
parts of the signal are completely lost, whereas the other remaining parts are still absolutely
correct.
The reason for this is the way the audio information is transmitted combined with the way it is
lost. Each packet corresponds to a small time interval of the audio signal and consecutive pack-
ets correspond to consecutive time intervals. The representation of the audio signal in every sin-
gle packet is totally disjunct to that in any other packet. All packets together describe the
complete audio signal. It is immediate that the loss of a single packet equals the loss of the cor-
responding time interval of the audio signal.

It is desirable to protect the audio information in a way that the loss of packets degrades the
quality gracefully.

5   Graceful degradation for packet switched networks
In this paper we present two transmission schemes for real-time audio communication over
packet switched networks that model the behaviour in regard to decreasing channel quality
which other real-time communication channels have. With decreasing channel quality there is a
graceful degradation of the quality of the transmitted audio signal.
For packet switched networks like the Internet decreasing channel quality means increasing
packet loss and jitter. For achieving the desired graceful degradation we have to assure that loss
of packets results into a decreasing correctness and not into a partly loss of the audio signal. In
figure9 this difference is depicted graphically.

How can we turn the abrupt degradation of audio quality into a
graceful one? Packet loss means the loss of parts of the encod-
ing information. With an encoding scheme where each part of
the encoded information directly corresponds to a time inter-
val of the audio signal, losses always result in an abrupt degra-
dation of audio quality. The standard representation of audio
signals in Pulse Code Modulation [38] (simple sampling and
quantizing) for instance spreads the information about the sig-
nal evenly over the codification. For a signal that is sampled
with 8 kHz each sample represents 0.125 ms of the signal. The
loss of 300 samples for instance equals the loss of 37.5 ms of
the audio signal in time.
Therefore we need an audio encoding scheme that allows the
reconstructions of the audio signal at different levels of qual-
ity. Layered audio encoding schemes are designed to deal will
the loss of encoding information. Such an encoding scheme
concentrates the rough overall shape of the audio signal - the
average information - in one portion of the codification and
keeps the detail information in the remaining part. A more dis-
tinguished classification in very coarse, coarse, fine and very
fine can yield even better results. A reconstruction from frag-
ments of the encoding information gracefully degrades the
sound quality depending on the amount of detail data lost.

FIGURE 9.   the original signal (a)
and an abrupt (b) and a graceful (c)
degraded version of the same
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A major focus of this paper is to discuss and to develop a layered audio encoding scheme with
exactly these properties.

How can we assure that packet loss affects the detail information first? For a layered audio
encoding scheme some parts of the codification are more important than others. As described
before the quality of the audio signal degrades gracefully depending on the amount of detail
data lost. Since the loss of packets is unpredictable the way we transmit the encoding has to
assure that detail information is lost first.
The two approaches to discuss both introduce redundancy to protect the more important parts
of the codification. One such resilient scheme - the Priority Encoding Transmission (PET) [33]
- was developed by researchers from the International Computer Science Institute (ICSI) at
Berkeley. The other approach was designed within the ESPRIT project ‘Multimedia Integrated
Conferencing for European Researchers’ (MICE) [30] at the University College London (UCL)
and has already been successfully integrated into the ‘Reliable Audio Tool’ (RAT) [36].

6   Structure of the thesis
This paper claims to be a stand-alone introduction into the problems involved with real-time
transmission of multimedia information over lossy packet switched networks focusing on the
case of audio communication.
In chapterII we provide the necessary knowledge about audio processing and packet switched
networks. The impact of network limitations towards real-time audio communication and two
approaches that reduce/eliminate those are examined in chapterIII. There we will see that the
existing standard audio encoding schemes are not perfectly suited for the protection of audio
streams against packet loss. In the remaining chapters we discuss and develop new audio
codecs that have the desired properties. These audio coders are based on transforms of the
audio signal within the time-frequency domain. In chapterIV the mathematical background of
time-frequency analysis is given, while chapterV concentrates on ‘wavelets‘ - a certain family
of transformations that are a very flexible tool for the time-frequency analysis of audio signals.
The usefulness of these transforms for audio encoding purposes is carefully evaluated in
chapterVI, where finally the resulting new and efficient audio codecs are presented.
After all the achieved results are briefly summarized and the direction of current and future
research work is outlined in chapterVII.
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II

Background
This chapter is meant to provide the necessary background knowledge for the reader about dig-
ital representation, processing and storage of audio signals and about the properties of packet
switched networks like the Internet.
The first section gives a basic introduction into the way audio signals are processed for subse-
quent digital treatment. In the second section we describe some conventional audio encoding
schemes and the quality that can be achieved using them. The third section introduces the trans-
mission concepts of the Internet, while the next section concentrates on the problems related to
the characteristics of such a packet switched network. Through the measurements in the last
section we try to characterize the packet loss behaviour of the Internet.

1   Digital audio signal processing
The analog signal one receives from a microphone represents a sound wave through a continu-
ous electrical voltage with varying amplitude. For digital signal processing purposes it is neces-
sary to transfer this time continuous audio signal into a discrete representation. The conversion
of an analog signal, such as the audio signal from a microphone, to a form in which it may dig-
itally stored or manipulated requires three distinct processes: filtering, sampling and quantiz-
ing. Filtering is concerned with reducing the information in the signal to a capable amount.

Sampling is concerned with the capture of an analogue quantity of the signal at a certain instant
in time. Quantizing is concerned with the representation of this quantity by a digital word of
finite length [22]. In figure10 these three processes are depicted graphically.

0101  1001   0...

FIGURE 10.   filtering, sampling and quantizing of an audio signal
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1.1   Filtering and Sampling

Sampling can be roughly defined as the capture of a continuously varying amplitude at pre-
cisely determined moments in time. Usually signals are sampled in equal distant time steps.
In this case a signal is said to be sampled with the sampling frequency , the recip-
rocal of the time step . The number of samples taken per second is called the sampling rate.
Telephone speech for example is sampled 8000 times per second resulting in a sample rate of
8 kHz.

The Nyquist sampling theorem: For sampling a signal in time steps there is a special fre-
quency  - called the Nyquist critical frequency - given by  or . If
a continuous function  sampled in time steps  happens to be bandwidth limited to fre-
quencies smaller than the Nyquist critical frequency , then the function  is completely
determined by its samples.

The Nyquist theorem states that the necessary minimum sampling frequency is twice the high-
est frequency of the signal. If a signal contains frequencies higher than the Nyquist critical fre-
quency it is not possible to accurately reconstruct the signal from its samples. A direct corollary
of this is that the maximum frequency of a signal that can be represented is half the sampling
frequency.
Since audio signals by nature are not band-limited they must be filtered prior to sampling. The
8 kHz sampled telephone signal for example is band-limited to a 3.1kHz band ranging from
300Hz to 3400Hz, although a bandwidth of 4kHz would be possible.

1.2   Quantizing

At some point the sampled analogue amplitude has to be converted to a digital word of finite
length. This quantization process is generally done immediately after the sampler so that subse-
quent signal manipulation can be done digitally.

Every sample is
rounded up or down
to the closest fixed
quantization level.
Using 8 bits as the
digital word length
for every sample
results in 256 differ-
ent quantization lev-
els. Common word
length used for digi-
tal audio are 8, 12
and 16 bits. Each
sample of the quan-
tized signal differs from the original sample by the difference between the rounded and the
original value. The error that is systematically introduced this way is called quantization error.
Using more bits per sample increases the number of quantization levels and reduces the quanti-
zation error. The step size between the quantization levels does not have to be uniform. Espe-
cially for audio signals it makes sense to use a logarithmic scale to reduce the distortion ratio of
the quantized signal (see figure11). A logarithmic scale lowers the quantization error for small

∆t
f s 1 ∆t( )⁄=

∆t

∆t
f c f c 1 2∆t( )⁄= f c f s 2⁄=

s t( ) ∆t
f c s t( )
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FIGURE 11.   (a) linear and (b) logarithmic quantizing of a sampled
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amplitudes and - as a trade-off - raises it for larger amplitudes. Since the human ear is much
more sensitive towards the disturbance of soft sounds than towards noise in loud sounds, non-
uniform step sizes between the quantization levels improve the audible quality of the signal.
To quantize telephone speech a 13 bit uniform quantifier (i.e. 8192 reconstruction levels) is
necessary to provide toll quality. Using a logarithmic scheme it is possible to obtain toll quality
speech with a 8 bit logarithmic quantifier.

In the previous methods each sample was quantized independently from its neighbouring sam-
ples. Rate distortion theory tells us that this is not the most efficient method of quantizing the
input data. It is always more efficient to quantize the data in blocks of samples. The process
is simply an extension of the previous scalar quantization methods described above. With scalar
quantization the input sample is treated as a number on the real number-line and is rounded off
to predetermined discrete points. With vector quantization on the other hand, the block of
samples is treated as a-dimensional vector and is quantized to predetermined points in the-
dimensional space.
Vector quantization can always outperform scalar quantization. However, it is more sensitive to
transmission errors and usually involves a much greater computational complexity than scalar
quantization. The audio encoding schemes developed by the author use vector quantization.

1.3   Digital filters

A Finite Impulse Response (FIR) filter - which is used in chapterV - produces an output
that is the weighted sum of the current and past inputs.

The weights  are called filter coefficients. The FIR filter applied to a continuous sampled sig-
nal as depicted in figure13 results in a filtered signal with attributes that depend on the chosen
filter coefficients.

The FIR filter is not the one used for filter-
ing prior to sampling. This band-limiting is
done earlier by analog filters directly on
the analog signal. The frequency response
of a FIR filter determines which frequen-
cies are kept in the filtered signal and thus
which frequencies are discarded through
filtering. This characteristic is typically
illustrated by a frequency response curve
as in figure12. The normalized frequency
on the x-axis ranges from 0 to 0.5. Multi-
plied with the sample rate of the filtered
signal it ranges from the zero frequency to
the Nyquist critical frequency .

A Quadrate Mirror Filter (QMF) is a spe-
cially designed pair of distinctive Finite Impulse Response filters. The frequency responses of
the two FIR filters separate the high-frequency and the low-frequency components of the input
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signal. The dividing point is usually halfway between 0 Hz and half the sampling rate of the
input signal. The output of both the low-pass filter and the high-pass filter is decimated by two.
That is, every other output sample of the filter is kept and the others are discarded as depicted in
figure14. This process is called down-sampling by two. The output of a QMF filter pair allows
a perfect reconstruction of the original input signal using a corresponding pair of reconstruction
filters. The previously down-sampled output values need to be upsampled by first inserting
zeros between the coefficients as shown in figure15. The process of low-pass and high-pass fil-
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Σ

FIGURE 13.   a Finite Impulse Respond filter with six filter coefficients applied to a signal
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FIGURE 14.   a Quadrate Mirror Filter pair applied to a signal
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tering with successive down-sampling and its inverse is typically illustrated as subband filtering
[34] like in figure16.

2   Standard audio codecs
On the 14th of february 1876 Alexander Graham Bell filed an application with the US Patent
Office for an ‘electric-speaking telephone’. The name comes from the Greek words for ‘far’
(tele) and ‘voice’ (phone). Nowadays the telephone sets the standard for full duplex person to
person audio communication. The actual telephone signal extends from about 300Hz to
3400Hz, producing a bandwidth of 3100Hz, which is based on the distance between the deci-
sive highest and lowest frequency of the human voice. The nominal bit rate for toll or telephone
quality speech is 64kbps which conforms the available bandwidth on ISDN telephone lines.
The telephone signal is uniformly sampled with 8000 samples per second using 8bits to store
the sample value.

There are quality orientated strategies for an improvement of the audio signal. Especially when
considering high-quality audio transmissions it is necessary to increase the transmitted fre-
quency bandwidth and/or to use more bits for storing the sample values. For digital CD audio
quality the signal is sampled 44100 times per second and the sample values are stored with 16
bits depth.
Due to the bandwidth restrictions on the Internet there are numerous different standards for
voice and audio encoding available. Most of them provide the means to achieve toll quality
speech at bit rates beneath 64kbps. Some of the most common are introduced here:

Pulse Code Modulation.Pulse Code Modulation (PCM) is the simplest type of audio encod-
ing. It is essentially just a quantization process at sampling rates ranging usually between 8000
and 48000 samples per second. For linear PCM the sample values are quantized with a linear
quantization function into either 8, 12 or 16 bits, whileµlaw PCM uses only 8bits and a loga-
rithmic quantization function to amplify an audio signal. This results into an effective dynamic
range of 13bits and a higher resolution for small signal amplitudes. In fact the International
Telegraph and Telephone Consultative Committee‘s (CCITT) G.711 standard defines 8bit µlaw
PCM as the standard method of coding telephone speech.

Differ ential Pulse Code Modulation.Because PCM makes no assumptions about the nature
of the waveform to be coded, it works very well for any kind of signal. However, when coding
speech or music there is a very high correlation between adjacent samples. This correlation
could be used to reduce the resulting bit rate. One simple method of doing this is to transmit
only the differences between each sample. This difference signal will have a much lower
dynamic range than the original signal, so it can be effectively quantized using a quantifier with
fewer reconstruction levels. For this method the previous sample is being used to predict the
value of the present sample. Obviously the prediction is improved if a larger block of audio
samples is used to make the prediction. This technique is known as differential pulse code mod-
ulation (DPCM).
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FIGURE 16.   subband filtering and its inverse
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Adaptive Differential Pulse Code Modulation. With DPCM both the predictor and the quan-
tifier remain fixed in time. Greater efficiency could be achieved if the quantifier would adapt to
the changing statistics of the prediction residual. Further gains could be made if the predictor
itself would adapt to the audio signal. This would ensure that the mean squared prediction error
was being continually minimized independently of the speaker and the speech signal.
Adaptive differential pulse code modulation (ADPCM) is very useful for coding speech at
medium bit rates. ADPCM is a predictive coding scheme that exploits the correlation between
neighbouring samples to compress the audio signal using a feedbackward adaptation scheme
for both the quantifier and the predictor. The coder with 16bit linear PCM at 8000 samples per
second as input produces bit rates of either 48kbps, 32kbps or 16kbps depending on the codec
ADPCM6, ADPCM4 or ADPCM2 respectively. The computational complexity is very low and
we can get almost toll-quality speech with 32kbps whereas ADPCM2 results in a fairly dis-
torted signal. The CCITT has formalized an ADPCM standard for coding telephone speech
with 32kbps. This is the G.721 standard.

GSM. This is a Regular Pulse Excited Linear Predictive Coder (RPE-LPC) that is used by
GSM (Global System Mobile) telephones to reduce the data rate by a factor of almost five com-
pared to ISDN telephone. The speech signal is divided into 20 millisecond intervals, each of
which is encoded with 264 Bits, giving a total bit rate of 13.2kbps. The result is only slightly
beneath toll-quality speech, but the computational complexity of this coder is immense.

LPC. The Linear Predictive Coding (LPC) reduces the data rate by more than a factor of 12 but
results in a signal that is way below toll quality. Several LPC standards have been defined that
yield into bit rates down to 1kbps. The most common used LPC encoder with a bit rate of
4.8kbps achieves the greatest degree of compression among standard codecs but it is computa-
tional extremely intense. This synthetic quality speech coding algorithm is generally consid-
ered to contain about 60% of the information content of the speech signal. The overall shape of
the frequency spectrum is preserved at the expense of short-term amplitude and pitch variation
[19]. An LPC coder fits speech into a simple analytic model of the vocal tract, then throws
away the speech and keeps only the parameters of the best-fit model. An LPC decoder uses
those parameters to generate synthetic speech that is usually more-or-less similar to the origi-
nal. The result is intelligible but sounds like a machine is talking. LPC compression is
extremely sensitive to high frequency noise and clipping caused by setting the audio input level
too high. Users with high pitched voices may not be able to use LPC compression at all: it just
loses too much high-frequency information.

The relative CPU costs and the bandwidth requirements of the standard audio codecs are listed
in table1 on page22. For packet audio systems these different codecs result in enormous size

coding scheme relative CPU cost bandwidth

16 bit linear PCM 1 128 kbps

8 bit µlaw PCM 1 64 kbps

ADPCM6 13 48 kbps

ADPCM4 11 32 kbps

ADPCM2 9 16 kbps

GSM 1200 13.2 kbps

LPC 110 4.8 kbps

TABLE 1. relative CPU cost and bandwidth requirements of various coders
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differences for the respective packets. In table2 we summarized example packet sizes for dif-
ferent time intervals using various coders at a sampling rate of 8kHz.

3   Transmission over the Internet
Designed for a scenario where asynchronous transmission of data embodies the only form of
communication, the Internet - a packet switched network - lacks support for real-time commu-
nication [5]. The Internet Protocol (IP) [20] uses packets called IP datagrams of a certain size,
which is dictated by the physical network, as the atomic units of communication between two
hosts in the network. These packets - equipped with a destination address - are routed connec-
tionless from the sending to the receiving host. The transmission of IP datagrams offers neither
reliability nor any other quality of service parameters (QoS). The packets may arrive damaged,
out of order, duplicated, or not at all with a varying unpredictable transmission delay. This
makes the Internet an unreliable and lossy network.

The User Datagram Proto-
col (UDP) [20] is layered
directly above the Internet
Protocol (IP). It acts as the
application interface of the
Internet that directly
reflects its transmission
philosophy but abstracts
from the physical environ-
ment. Transmission of data
happens in terms of packets
called UDP datagrams with a maximum size of 65535 bytes, which may be fragmented into
several IP datagrams. The delivery of UDP datagrams is not guaranteed, consecutive packets
may arrive out of order and even duplicate packets may be received. In case of transmission
errors a packet is discarded by the protocol (UDP). For the application there is no difference
whether a packet is lost during transmission and therefore does not even arrive or whether an
erroneous packet does arrive but is silently discarded. This scenario is illustrated in figure17.
An UDP datagram and the corresponding IP datagram fragments are depicted by rectangles
filled with the same pattern.

a. only multiples of 160 can be encoded

coding scheme
20 ms

160 samples
32 ms

256 samples
40 ms

320 samples
64 ms

512 samples
80 ms

640 samples

16 bit linear PCM 320 bytes 512 bytes 640 bytes 1024 bytes 1280 bytes

8 bit µlaw PCM 160 bytes 256 bytes 320 bytes 512 bytes 640 bytes

ADPCM6 120 bytes 192 bytes 240 bytes 384 bytes 480 bytes

ADPCM4 80 bytes 128 bytes 160 bytes 256 bytes 320 bytes

ADPCM2 40 bytes 64 bytes 80 bytes 128 bytes 160 bytes

GSM 33 bytes --------a 66 bytes -------- 99 bytes

LPC 12 bytes -------- 24 bytes -------- 48 bytes

TABLE 2. size of audio packets
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The Transmission Control
Protocol (TCP) [20] is a
reliable byte-stream proto-
col layered above the Inter-
net Protocol (IP). It offers
applications virtual con-
nections that guarantee the
correct in order delivery of
data. The protocol handles
failures that occur in the IP
layer and uses sophisti-
cated retransmission strategies in case of packet loss or damage.

4   Transmission problems
Employing some standard audio coding algorithm audio applications group the emerging
stream of code words into packets for transmission over the network. The underlying transport
architecture imposes several problems:

Packet loss. When transmitting over unreliable networks like the Internet losses will almost
inevitably occur. The loss of packets is a persistent problem, particularly given the increasing
popularity, and therefore increasing lead, of the Internet. Possible ways of combatting conges-
tion include bandwidth reservation and moves towards an integrated service management on
the Internet. These would require wide scaled changes to be agreed upon and implemented, so
that these solutions will only be available in the medium to long term [19].

Transmission delay. Researches in the field of audio communication have indicated that
humans can tolerate end-to-end delays between 150 to 300 ms in a two party conversation [9].
The end-to-end delay is the difference between the time the audio signal is produced by the
sender and the time it is played at the receiver. Whereas for local area networks the transmis-
sion delay is almost negligible, it can be as high as 180 ms and more from the United states to
countries in Europe. Next to the transmission delay there is another delay that is systematically
introduced through the packetizing of audio data. Since a sender has to collect enough audio
data to fill a packet before sending it, larger packets add more delay than shorter ones do. For
full duplex audio communication packets usually contain 20 to 80 ms of the audio signal. For
unidirectional communication like radio broadcasts delay is not a constraint at all.

Jitter. Audio packets are usually sent out at regular time intervals. However, at the receiving
end packets do not arrive with fixed delays. This variation in packet arrival delays is called jit-
ter. Each packet generated by a source is routed to the destination via a sequence of intermedi-
ate nodes. Variable processing and queueing delays at each hop on the way to the destination
sum up to a varying end-to-end delay.

Bandwidth. The Internet does not provide a guaranteed bandwidth for the transmission of data.
The available bandwidth depends on numerous factors. Being routed from hop to hop packets
may be rejected at intermediate nodes because of buffer overflow or they may be discarded
because of transmission errors. The actual bandwidth can never be estimated exactly - at the
receiving end it can be calculated with the amount of received data within the past time interval.
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5   Packet loss statistics
In this section, we characterize the packet loss process of audio streams sent over the Internet
using measurements done by other researchers as well as investigations by the author.
In southern France the researchers Bolot, Crepin and Vega García have done a number of mea-
surements between INRIA Sophia Antipolis and the University College London (UCL) in the
UK, which were presented in [4], [5], [6] and [7]. In all experiments 320-byte packets are used
that were sent periodically every 40 ms seconds. The plots in figure19 by courtesy of Jean-
Chrysostome Bolot show typical results for 30000 consecutively sent packets. The left picture
illustrates the number of subsequently lost packets measured at 3:00 pm. The average loss rate
of 0.21 is quite high because the INRIA-UCL connection is heavily loaded during daytime.
However, it appears that most loss periods involve only one or two packets. This observation is
confirmed by looking at the corresponding frequency distribution on the right. It shows the
number of occurrences of consecutive losses for different . The slope of the distribution
decreases linearly near the origin. Since the figure is drawn on a logarithmic scale, this indi-
cates that the probability decreases geometrically fast away from the origin [7].

Several measurements done by the author and Hartmut Chodura are to presented now. We used
a small ping tool written by Hartmut that allows to send UDP datagrams of eligible size at some
eligible clock rate from one host to the other. On the receiving side the arrival of the packets is
observed and the occurrence of packet loss is recorded.
An intercontinental test series from the Fraunhofer-Institut für Graphische Datenverarbeitung at
Darmstadt/Germany (FhG) to the International Computer Science Institute at Berkeley/USA
(ICSI) confirmed the results of Bolot and García. At 3 pm PWT 14894 UDP packets of 400
bytes were sent with a 40 ms clock rate over this link. On the whole 583 packets were lost
resulting into an average loss rate of 0.04. The equivalent plots of this measurement (figure20)
show that the frequency distribution of the number of consecutively lost packets is similar to
that described above, even though the relative amount of lost packets was more than five times
smaller.

To investigate the influence the sending clock rate has towards packet loss the same measure-
ments (figure21 on page26) have been taken with a packet size and a clock rate both reduced
by the factor 4. With UDP packets of 100 bytes sent every 10 ms the resulting bandwidth is
identical to the one from the last test run. Of course the number of transmitted packets within
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(France) and the UCL (United Kingdom) by courtesy of Jean-Chrysostome Bolot



26

Packet loss statistics

the same time period is four times higher. From a total of 59599 sent packets 3567 did not
arrive at the receiver which equals an average loss rate of 0.06. No doubt - this number alone
does not allow any statements whether more small packets at a higher clock rate have a smaller

throughput of data than less bigger packets at a lower clock rate. We did quite a couple of tests
not only over the intercontinental link between the FhG and the ICSI but also within the United
States from the Center for Research in Computer Graphics (CRCG) in Providence at the East
coast to the ICSI on the West coast. Although it could not be proofed it seemed as if many small
packets performed worse than fewer big packets in respect to amount of data per time. Other
researchers share this opinion and talk about the ‘per-packet rather than size-of-packet network
penalty for small packets‘ [19]. More exactly this should mean that for packets below the frag-
mentation size (remember that one UDP datagram may be fragmented into several IP data-
grams) the number of packets has a much bigger impact towards the packet loss probability
than the packet size. Thinking about the increased IO burden and the raised protocol overhead
for many small packets, these statements have a rational foundation.

FIGURE 20.   the packet loss measurements for 14894 packets of 400 bytes sent every 40 ms between the FhG
(Germany) and the ICSI (United States)
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FIGURE 21.   the packet loss measurements for 59599 packets of 100 bytes sent every 10 ms between the FhG
(Germany) and the ICSI (United States)
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III

Scenarios
In the following we briefly introduce the way existing applications are already using the Inter-
net to establish audio communication. Once again we point out why audio communication over
heterogeneous and possibly lossy networks like the Internet still is a problem-child. Then we
present two different approaches that overcome these problems.
The first section deals with the effects of common transmission problems of the Internet on the
encoded audio stream and the standard solutions to cope with them. The next two sections
introduce two very different transmission schemes that master the network limitations by add-
ing redundancy to the audio encoding. Whereas the first of this transmission schemes can work
with conventional audio encodings, the other requires the development of a completely new
audio codec.

1   Simple transmission
A simple audio application processes the audio signal with a common audio codec, groups the
code words into packets of a fixed size and sends them immediately over the network. On the
receiving side arriving audio packets are decoded and fed into the audio device right away. How
packet loss and jitter in packet arrival times affect the received audio signal is depicted graphi-
cally in figure22. Bandwidth limitations derogate the transmission in form of additional packet
loss, so that it results into the same outcome like ordinary packet loss.

The audio quality suffers heavily from interruptions in the audio signal. We will introduce
methods that fight the interruption through jitter and that turn the interruption through packet
loss into a degradation in audio quality.
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FIGURE 22.   simple audio application affected by packet loss, jitter and delay
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Fighting the transmission jitter. At the receiving side the packets do not arrive in uniform
time intervals. Consequently the receiver must introduce an artificialsmooth out delay to repair

the network effects. This enables the sample play-out to retain without interruptions. If the
maximum end-to-end delay  between the source and a destination is known, then it is
enough to delay the play-out time of every packet by an amount such that all packets are played
back  after they have been sent by the source. However, the value of  is not known in
advance for networks such as the Internet.
For interactive audio the necessary smooth out delay  can become too large. The goal then
becomes that of delaying the play-out time by an amount such that most packets have been
received before their scheduled play-back time. The smooth out delay may be set too high -
leading to unnecessary delay - or to low - leading to losses due to late arrivals - if the delay and
jitter processes in the network are not well understood [4]. A rough estimate of the reconstruc-
tion delay required to smooth out packet arrival times is two packets worth in ms, although the
true value can be substantially in excess of this rule of thumb [19]. Apacketizing delay equal to
the size of one packet is incurred at the transmitter, since the samples for a packet have to be
collected before the packet can be sent. Therefore a minimum of three packets worth of delay is
incurred on an end-to-end basis, before thetransmission delay of the network has been taken
into account. In figure23 this mechanism is depicted graphically. The introduced smooth out
delay will be enough to receive most of the packets in time, but some will always arrive too late
to be played back and can be considered lost.
For broadcast applications jitter in packet arrival times does not impose a major burden. A
smooth out delay of several seconds can be introduced to assure that even late packets arrive in
time to be played back.

Fighting the packet loss.Evidence from regular users of audio applications over the Internet
indicates that mediocre audio quality is essentially due to excessive packet losses. This makes it
important to implement an efficient loss recovery mechanism. Repair methods for packet loss
can be either receiver-only techniques or combined channel and source techniques. Receiver-
only techniques are those that try to reconstruct the missing segment of the audio signal solely
at the receiver. Combined source and channel techniques are those that try to make the system
robust to loss by either arranging for the transmitter to code the audio signal in such a way as to
be robust to packet loss, and/or by transmitting redundant information about the signal. These
techniques generally show significant improvement over receiver only techniques [19]. The two
transmission schemes that will be introduced in the last two sections of this chapter are com-
bined source and channel techniques.
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FIGURE 23.   fighting the transmission jitter using a smooth out delay
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Receiver-only techniques construct a suitable
dummy packet for each lost packet, so that the
loss is as imperceptible as possible. Conven-
tional methods use either silence, white noise
or the last correctly received packet as a sub-
stitution for lost packets like depicted in
figure24. Silence substitution is favored
because it is simple to implement, but noise
substitution and packet repetition have shown
a subjective improvement over this method
[46]. However, these mechanisms fail when
packet sizes are large and/or the loss rate is
high. A more detailed explanation of receiver-
only techniques can be found in [18].

A loss recovery scheme using combined
source and channel techniques is required if
the number of lost audio packets is higher than
tolerated by the listener at the destination. Loss recovery is typically achieved in one of two
ways. With closed loop mechanisms such as Automatic Repeat Request (ARQ) mechanisms,
packets not received at the destination are retransmitted. With open loop mechanisms such as
Forward Error Correction (FEC) mechanisms, redundant information is transmitted along with
the original information so that lost original data can be recovered from the redundant informa-
tion.
ARQ mechanisms are generally not acceptable for real-time audio applications because they
increase the end-to-end latency. FEC is an attractive alternative to ARQ for providing reliability
without increasing latency [2]. However, the potential of FEC mechanisms to recover from
losses depends crucially on the characteristics of the packet loss process in the network. FEC
mechanisms are more effective when lost packets are dispersed throughout the stream of pack-
ets sent from a source to a destination [7]. Thus, it is important to evaluate the correlation
between successive packet losses, or equivalently the distribution of the number of consecu-
tively lost packets. The measurements of packet loss that we have done earlier indicate that
FEC methods are particularly well suited for audio applications over the Internet.

2   Piggyback protected transmission
In this chapter we introduce a Forward Error Correction scheme (FEC) that was developed in
the ESPRIT projects ‘Multimedia Integrated Conferencing for European Researchers’ (MICE)
[30] an European funded project at the University College London and ‘Remote Language
Teaching for SuperJANET’ (ReLaTe) [37]. The mechanism was implemented in the Robust
Audio Tool (RAT) [36] written by Vicky Hardman and Isidor Kouvelas from the department of
computer science at the University College London. The project MICE ended in September
1995 but the new project ‘Multimedia European Research Conferencing Integration’ (MERCI)
[29] started in December 1995 with the aim of continuing the research themes of MICE. An
almost parallel development that incorporates a retouched version of the same Forward Error
Correction scheme is Free Phone [16]. Free Phone is an audio conferencing tool for the Internet
designed by members of the High-Speed Networking group at INRIA. Andrés Vega-García
wrote the core code of Free Phone which was first released in April 1996 as a part of his Ph.D.

FIGURE 24.   (a) original signal, (b) silence
substitution, (c) noise substitution, (d) packet repetition
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thesis supervised by Jean Bolot. The work on Free Phone has been carried out within the
MERCI project.
When asked how we should refer to this FEC scheme, Jean Bolot said „I refer to the FEC
scheme as ‘the MICE FEC scheme‘ because we developed it within the MICE project (of
which INRIA and UCL are part). I guess you could you refer to it as a piggybacking FEC
scheme.“. We decided to call it ‘piggyback protected transmission‘.

Many FEC mechanisms proposed in the literature involve exclusive-OR operations. The idea is
to send every th packet a redundant packet obtained by exclusive-ORing the other  packets
[39]. This mechanism can recover from a single loss within a series of packets, but it
increases the sending rate of the source by a factor of , and it adds latency since  packets
have to be received before the lost packet can be reconstructed.

The approach developed by the MICE researchers is a rather simple scheme. The idea is to
append the most important information of every audio packet piggybacked to the following
packet. In case a packet was lost a low resolution version can be reconstructed as soon as the
next packet arrives. In other words with every packet  a redundant version of the previous
packet  is sent. When audio is transmitted using an PCM or an ADPCM encoding, the
redundant version is typically obtained with a low bit rate codec such as LPC or GSM. This
mechanism can recover from isolated packet losses. If packet  is lost, the destination waits for
packet , decodes the redundant information and sends the reconstructed samples to the
audio driver. This mechanism is only feasible because of thereconstruction delay introduced at
the receiving side as depicted in figure25. Then the audio output consists of a mixture of PCM,
LPC, GSM or ADPCM coded speech. The subjective quality of this reconstructed speech has
been carefully evaluated within the MICE project at the UCL. The results show that the audio
quality as measured by intelligibility hardly decreases as the loss rate reaches 30% even when a

relatively low quality LPC coder is used to obtain the redundant information. LPC is a very
CPU-intensive coding algorithm. However, it adds very little overhead to every audio packet.
The used LPC codec increased the bandwidth by only 4.8 kbps. But this approach obviously
fails if packet losses are bursty and consecutive packets are lost.

Even though most loss periods involve one packet it is important to recover from multiple
losses. This is intuitively clear since longer loss periods have a larger impact on the audio qual-
ity than shorter periods do. Bolot has found in [7] that in high loss and high load situations, the
most important task of an audio tool is to deliver decent quality audio to the destination. Thus,
the approach is to increase the amount of redundancy carried in each packet. Faced with con-
secutive losses of two or more packets it is immediate to extend the previous approach by add-
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FIGURE 25.   the RAT approach - every packet includes a redundant version
of the previous one for the case it is lost during transmission
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ing to every packet  not only a redundant version of the previous packet  but also
redundant versions of other previous packets as depicted in figure26. As redundant information

of every packet  we use LPC, GSM or ADPCM coded versions of the packets ,
and . Even though this scheme can reconstruct three consecutive packet losses one has to
observe the hugereconstruction delay that needs to be introduced at the receiving side. In case
the redundant information of packet  includes packet , the reconstruction delay is times
the length of a packet. In other words the receiving side must delay the play-out of packet
until packet  arrived. Otherwise the redundant information about packet  carried within
packet  would arrive too late to reconstruct the lost packet .
There are different combinations to attach redundant versions of previous packets to a current
packet, but clearly adding more redundant information increases the CPU usage and the band-
width requirements. We follow the notation used by Bolot and Vega Garcia in [7] and use
throughout the rest of the paper (coding algorithm, redundant algorithm()) to indicate that the
audio packet  includes as redundant information packet  encoded with the appropriate
coding algorithm. Possible combinations of main and redundant information associated with
CPU costs, bandwidth requirements and delay are listed in table3. As expected adding redun-

dant information increases the CPU costs, the bandwidth requirements and the delay. We note
that the last few combinations in the table are clearly overkills if the network load is low and
packet losses are rare occurrences. Mechanisms that adjust the amount of redundancy added at
the source based on the loss process in the network as measured at the destination are required.
Such mechanisms are described in [7] and have been successful implemented in [16].

We want to take a closer look on the redundant information that is added to every sent packet in
the approach of Bolot and his research team. For instance the encoding combination

combination relative CPU cost delay bandwidth

(PCM) 1 1 64 kbps

(PCM, GSM(1)) 1201 2 77 kbps

(PCM, LPC(1)) 111 2 69 kbps

(ADPCM4, LPC(1)) 121 2 37 kbps

(ADPCM4, LPC(1), LPC(2)) 121 3 42 kbps

(ADPCM4, LPC(1), LPC(3)) 121 4 42 kbps

(ADPCM4, LPC(1), LPC(2), LPC(3)) 121 4 47 kbps

TABLE 3. relative CPU cost and bandwidth requirements of various coders
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FIGURE 26.   an extended RAT approach - every packet includes
redundant versions of several previous packets

 0  1 0  2 1

 2 1 1 0 0

s(t)

t

s(t)

t

audio signal

packet containing encoding of
audio signal for time interval 4
and redundancy of audio signal
for time intervals 1, 2 and 3

time interval 0 time interval 1 time interval 2 time interval 3 time interval 4

packet loss

time interval 0 time interval 1 time interval 2

using the redundant versions of one packet copes
with the loss of three consecutive packets

n n 1– n 2–
n 3–

n n i– i
n i–

n n i–
n n i–

i
n n i–



32

Priority encoded transmission

(ADPCM4, LPC(1), LPC(2), LPC(3)) - which can cope with the loss of three consecutive pack-
ets - transmits a lot ofredundant redundancy in case only one packet is lost. Suppose packet
is lost, then we can either use the redundant version included in packet , or the one from
packet  or else we choose the one in packet . Three times exactly the same redun-
dant information about the lost packet  is received. This is what was meant withredundant
redundancy. One copy would have been sufficient - receiving the same redundant version of
packet  three times does not improve the audio quality of its play-back. Only one copy is used
to reconstruct the lost packet at a low audio quality, while the other two copies are simply dis-
carded. Our idea is straight forward. The added redundancy should be made less redundant so
that receiving more than one redundant version of packet  increases the quality of the recon-
struction. Suppose we receive the packets ,  and , each of them carrying a
redundant version of packet . It is desirable to combine the three redundancies in order to get
a reconstruction of better quality. The same holds when receiving only packet  and packet

. Then we use the redundant information of two packets to reconstruct the lost packet .
The standard audio codecs employed by Bolot and Vega-García do not qualify for this
approach. These encoding schemes work either with the complete encoding information or not
at all. What is needed is a codec that allows the reconstruction of the audio signal independent
from the received amount of encoding information. The quality of the reconstructed signal
should increase when more encoding information is available. Such an audio encoding scheme
is presented in chapterVI.

Considering the two scenarios broadcasting and full duplex communication the transmission
scheme introduced here is designed for the latter. In order to keep the imposed end-to-end delay
as minimal as possible failures in case of bursty losses are accepted. This makes sense for time
critical communication but for broadcast application the end-to-end delay is not a constraint at
all. In such a scenario we can spent much more time on collection, processing and protection of
the audio signal. Then it is possible to spread the encoding information over a larger number of
packets so that even frequent consecutive packet losses do not affect the continuous reconstruc-
tion of the audio signal.

3   Priority encoded transmission
The work done by the author looks into employing a different Forward Error Correction
scheme to protect the audio signal against the impact of packet loss. We want to compare this
approach with the one of the MICE researchers and examine the advantages and disadvantages
of both schemes in different scenarios.

A novel approach named Priority Encoding Transmission (PET) recently proposed in [1] and
described briefly in [26] is an efficient Forward Error Correction scheme (FEC) that provides a
general and flexible method to cope with packet loss. It has been designed for real-time data
streams that consist of several parts with different importance. The user has the ability to assign
different loss probabilities to each parts of the data stream. Then PET protects these parts with
the appropriate redundancy and thus guarantees, that the more important parts arrive before the
less important ones. The PET mechanism distributes all parts of the data stream together with
the added redundancy over a certain number packets. The receiving side is able to recover the
transmitted information in priority order, based on the number of packets received. This way
packet loss at first affects the less important parts of the data stream yielding into a graceful
degradation of its quality.
It is immediate that the data streams accomplished by this Forward Error Correction scheme

n
n 1+

n 2+ n 3+
n

n

n
n 1+ n 2+ n 3+

n
n 1+

n 3+ n



Scenarios

33

needs to have the following characteristics: The data stream must be layered in a way that some
layers are more important than others. The data stream must retain of value for the receiver
even if not all layers do arrive. Consequently the layers with the lowest importance are the first
to be lost with worsening network conditions.

Another important feature of PET is to allow broadcasting in heterogeneous networks and to
receivers with widely different capabilities. This is very suitable for multicast applications
where information is sent through a lossy media to multiple receivers with vastly different pro-
cessing powers and storage capabilities which are connected with widely varying bandwidth
capacities. Even users with minimal resources or in congested parts of the network will be able
to recover basic information, whereas users with high bandwidth connections and large com-
puting resources will obtain high quality data.

The first step when using Prior-
ity Encoding Transmission is
partitioning the data that need
to be transmitted. These por-
tions are the basic units called
messages, which are encoded
one at a time. A message then
is split into segments which are
dispersed using erasure codes
[27] into a certain number of
packets as depicted in
figure27.

This message striping process
respects the user assigned pri-
ority for each segment. The
given priority value equals the fraction of packets from a message that is needed to recover the
respective segment. Regarding the previous example in figure27 segment 1 can be recovered
from any of three packets from the total of six packets. Although the segment 1 encompasses
only around 11.54 % of the total message it covers a sixth of the encoding. Since any three
packets are already sufficient to recover segment 1, the overall overhead sent for segment 1 is

100%. The corresponding values for the other segments are listed in table4 in priority order.
The total encoding length adds up to 138.46 % of the original message, not including the over-
head of PET.

Due to bursty losses good quality video transmission with MPEG over lossy networks like the
Internet was impractical. This forced the data communication industry to broadcast video using
motion JPEG, which requires several times the transmission rate of MPEG. A version of PET
was applied to the transmission of MPEG video over the Internet. In typical examples there was

a. not including the overhead of PET

segment fraction of message priority fraction of encodinga redundancy added packets needed

     1          11.54 %    0.50           16.66 %           100 %         3 of 6

     2          30.77 %    0.66           33.33 %             50 %         4 of 6

     3          57.69 %    0.83           50.00 %             20 %         5 of 6

TABLE 4. PET information distribution

message

packets

overhead

segment 1 segment 2 segment 3

priority of segment 1: 0.50
priority of segment 2: 0.66
priority of segment 3: 0.83

FIGURE 27.   PET message striping process
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a dramatic improvement of picture quality in the presence of losses when PET was used, even
though the overall data sent was increased by only 20% over the original length [26].
Implemented in the framework of VIC, a video conferencing tool, each group of pictures
(GOP) of the MPEG encoding was mapped on one message. The message was segmented into
GOP header, the I-frames, the P-frames and the B-frames. The priority for each segment was
decreasing in this order, so that in case of packet loss the B- and P-frames were lost first. The
dependencies among different types of frames directly provided a somewhat natural priority
scheme for PET. For a detailed description of this approach see [27].

Employing PET for an improvement in the transmission of audio data over lossy networks is a
major issue of this paper. Looking through the common audio codecs introduced earlier there is
not one that anyhow would provide a natural layering as it is needed for segmenting the audio
information. These codecs do not provide a graceful degradation of audio quality when less
than the complete original codification is available. A significant part of the work done by the
author was to develop a layered audio encoding scheme that is suited to be protected by PET.

Again we consider the case of broadcast and full duplex communication. Some example calcu-
lations will show that the PET approach is only limited qualified to protect time critical real-
time audio communication.
Let us assume a packetizing delay of 64ms would be still acceptable. This roughly equals the
delay that is introduced by the piggyback protected transmission scheme with two redundant
packets at a packet size of 20ms. Let us furthermore assume1 an layered audio encoding
scheme with three layers and an average bit rate of 45kbps. The bottom most layer with a bit
rate of 9kbps should be protected with 50% priority, the next layer with a bit rate of 18kbps
should be protected with 80% priority and the last layer of the same bit rate remains unpro-
tected. The bit rate of the protected audio stream is approximately 60kbps without adding the
PET overhead. Then 480 bytes of audio information and redundancy accumulate within 64ms
for one PET message, which we may spread over six packets. Then we may lose one packet
while still receiving the second layer and up to three packets for keeping the bottom most layer.
This might look promising but a closer investigation and a comparison to the RAT approach
(ADPCM, LPC(1), LPC(2)) with the same delay and a lower bit rate shows some disadvan-
tages. The piggybacking scheme sends three packets of 168 bytes while the PET approach
sends six packets of 80 bytes. The piggybacking scheme can lose two out of the three packets
without an interrupt in the audio signal, the PET approach can lose three out of six. Because of
the ‘per-packet rather than size-of-packet network penalty for small packets‘ - see “Packet loss
statistics” on page25 - they are more likely to be lost. Furthermore the PET algorithm is rather
complex and has not been designed to deal with packets of such a small size, according to Prof.
Michael Luby, who is one of the inventors of PET.

The big advantage of PET over other Forward Error Correction schemes becomes visible in the
broadcast scenario. There we are able to collect almost arbitrary much data for a PET message
so that the striping mechanism can produce a big number of packets of a reasonable size. Sup-
pose we allow a delay of five seconds and use the same coder and the same distribution of pri-
orities as before. Then the data for one PET message accumulates to roughly 38000 bytes
which may be striped into 76 packets of 500 bytes. As long as not more than half of them are
lost a reconstruction of the audio signal at a low quality is possible. For this calculation we may
lose as many as 15 out of the total of 76 packets and still be able to reconstruct the audio signal
from two layers of the encoding.
1. This layered audio encoding scheme is presented in chapterVI. The bit rate used in this example calculation

has a realistic foundation. The exactly achieved values are given on page90.
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Time-frequency analysis
This chapter is meant to provide the reader with a theoretical knowledge beyond of what is
actually needed to understand the concepts for robust audio transmission. As mentioned earlier
a major part of the work done by the author was to develop an audio encoding scheme with the
necessary properties to allow graceful degradation of quality in the presence of loss of the cod-
ification. Here we present the mathematical background for different possible representations
of audio signals in the time-frequency plane. The discrete case - having an audio signal repre-
sented by sample vectors of  values - is of specific interest for us. The appendix contains a
short tutorial on linear algebra for those who are not familiar with the concepts of a vector
space.
It may be noted that the standard audio codecs introduced earlier represent an audio signal
directly in the time domain and/or compress it within the time domain using prediction meth-
ods.

1   Continuous signals
In signal processing one deals with what is both result and measurement of a physical process -
a signal. A signal as it is usually measured, describes a process through a continuously in time
varying value . Therefore a signal is simply a function  of time. Then this function
describes the physical process in thetime domain. The same process can be specified in thefre-
quency domain by giving its amplitude  (generally a complex number indicating the phase
also) as a function of frequency , that is . For many purposes it is useful to think of
and  as being two representations of the same function. One goes back and forward
between these two representations by means of the Fourier transform equations:

Adapting the concept of a vector space from linear algebra the signal  can be seen as a vec-
tor of the infinite dimensional vector space of all square integrable functions . There are
numerous different bases for the vector space  and thus every signal  can be repre-
sented by a coordinate vector  relative to some basis . The Fourier transform goes
back and forward between the absolute time localized standard basis and the absolute fre-
quency localized Fourier basis. Of course the coordinate vector  has an infinite number
of coefficients which takes away its practical use for most applications. But it should be men-
tioned that a coordinate vector  - an infinite tupel of real numbers - can be treated like a
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vector of the infinite vector space . It is immediate that every signal  can be exactly
approximated by a vector of

2   Discrete signals
In digital signal processing it is not possible to work with continuous signals. Therefore a time
continuous signal  is first band-limited and then sampled in regular time steps . In the-
ory sampling is done by a convolution of the signal  with a so called dirac impulse . A
dirac distribution is defined as:

The sample value of the signal  at the moment  is calculated with:

This results into a sampled signal  where  for . This is an infinite
and steady stream of discrete sample values  that represent the original signal.
When the time steps  are small enough, so that the sampling frequency  is twice
the highest frequency of the signal , then the sample values  completely determine the
signal.
In most cases subsequent processing of the signal uses discrete transformations. Since discrete
transformations work on a finite number of samples, the steady stream of discrete sample val-
ues  with  is chopped up into intervals of  samples with a time duration of

. This segmentation of the sampled signal  results into sequences  from
to  of  samples that represent the signal  within the corresponding time interval.
The example in figure28 depicts the whole process graphically.

For subsequent transformations it is useful to treat the sequence to  of  samples - a
finite tupel of real numbers - as a vector  of the finite -dimensional vector space . The
corresponding coordinate vector  addresses the segment of the signal in respect to the
absolutely time localized standard basis. The expression ‘absolute time localized‘ should be
intuitively clear. Each coefficient of the coordinate vector  addresses a certain sample
through the corresponding basis vector  from the basis . Each sample  describes the sig-
nal  at a distinct - absolute localized - moment in time. The basis vectors  of the basis
correspond to dirac impulses  where  is the moment the sample  was taken.

The connection between a signal approximated by sample values and a vector of the vector
space  is immediate. Generally speaking any signal  of  that is represented by
sample values can be treated as a-dimensional vector. Therefore the -dimensional vector
space  contains all signal representations with samples.
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Example: A continuous signal  is
sampled in regular time steps
resulting into a sampled signal  -
an endless stream of discrete sample
values
A sequence  of 16 sample values

 to  represents the continuous
signal  within the corresponding
time interval of length .
The 16 sample values  to  of
the time continuous signal  can
be treated as the coefficients of a vec-
tor  of the finite vector space .
The identical coordinate vector

 addresses the segment of
the signal in respect to the absolutely
time localized standard basis . The
basis vectors  to  correspond to
the dirac functions  to

 where  is the moment
sample  was taken.

Each of the  sample values describes the
signal at a specific moment of infinite
short duration in time. A single sample directly corresponds to a specific dirac impulse. The
basis vectors  of the basis  that are addressed by the sample values act as a set of building
blocks that approximate the signal. The time localization of these building blocks is still infinite
short. For a with  points uniformly sampled signal it makes sense to widen the time localiza-
tion of the building blocks up to the duration  of one sampling step. The duration
becomes the unit of length for the representation of the sampled signal. Then the basis vec-
tors  cover the represented sampling interval  with the thinnest patches allowed by the
duration of the sampling steps. Furthermore the width of the visible and relevant portion of the
time plane becomes times the unit of length and therefore is. In figure29 this shall become
more clear.

Example: The function  from the
last example was represented by 16
sample values. The illustration of the
basis vectors  of the vector space

 is widened to building blocks of
the time duration . Then we use
blocks rather than impulses to illustrate
the vector  or the sequence
graphically.
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FIGURE 28.   the process of sampling and segmenting
a continuous signal

∆t
h tk( )

hk h tk( )=
hk( )

h0 h15
h t( )

T 16∆t=
h0 h15

h t( )

h R
16

h( )S h=

S
e0 e15

δ t t0–( )
δ t t15–( ) tk

hk

n

ek S n

n
∆t ∆t

n
ek T

n n

t

hk( )

FIGURE 29.   The time duration of one sampling step
becomes the unit length of the representation.

∆t 1 unit=

T 16∆t 16 units= =
h t( )

ek
R

16

∆t

h hk( )



38

The time-frequency plane

3   The time-frequency plane
A signal can be represented either in the time domain, or
in the frequency domain, or else somewhere in between
in the time-frequency domain. Whether a representation
is localized in time, in frequency or in both time and fre-
quency, depends on which building blocks the represen-
tation uses to describe the signal. These building blocks
called time-frequency atoms  are functions which
act as the basis functions for the respective representa-
tion. The idealized time-frequency plane illustrates the
properties time and frequency of the time-frequency
atoms. A basis function is represented by a rectangle in
this plane with its sides parallel to the time and fre-
quency axis. Lets call such a rectangle aninformation
cell. The range in time and the frequency covered by the
time-frequency atoms corresponds to the sides of the
cell. These time and the frequency measurements con-
tain uncertainty and Heisenberg‘s inequality prevents us
from making the product of the uncertainties smaller
than a fixed constant [21]. The total signal power defined as

of each building block is encoded by the darkness of the rectangles color. The plots of three
arbitrary orthogonal basis functions are drawn schematically at the bottom of figure30. The
location of these time-frequency atoms in the time-frequency plane is illustrated in the graph
above. The two at the left have small time uncertainty but big frequency uncertainty. The wider
waveform at the right has smaller frequency uncertainty, so its information cell is not so tall as
the ones for the narrower waveforms. It also contains more energy, so its cell is darker than the
preceding two. A family of time-frequency atoms that completely covers the time-frequency
plane is a basis for representing any signal of . An orthogonal basis is depicted as a cover
of disjoint rectangles in this idealization.

Since we only deal with signals of finitely many points, we can construct a finite version of the
time-frequency plane. If the signal is uniformly sampled at points and we take the unit of
length to be one sampling step, then the width of the visible and relevant portion of the time-
frequency plane is . A sequence  of  values spans the sampled signal  with a par-
ticular family of  time-frequency atoms  with:

In case the family of  time-frequency atoms  corresponds to the dirac impulses that
were used to sample the signal, the sequence that spans the sampled signal equals the
sequence  of  taken samples.
It may be noted that for discrete signals sampled at points the time-frequency atoms
are also no continuous functions but approximating sequences or vectors  with  val-
ues.
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FIGURE 30.   information cells in the time-
frequency plane
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The representation of a signal that is
obtained by sampling in uniform time
steps is absolutely localized in time. The
basis functions or the time-frequency
atoms of this representation have the
same time-frequency characteristics as
the corresponding dirac impulses. A
dirac impulse is absolutely time localized
and has absolutely no localization in fre-
quency. This basis is called the standard
basis.
The Fourier basis on the other hand has optimal frequency localization, but no time localiza-
tion. The dirac basis and the Fourier basis cover the time-frequency plane by the thinnest
patches allowed by the sampling steps as depicted in figure31. Both bases are orthogonal and
the information cells of their time-frequency atoms are a disjunct cover of the finite time-fre-
quency plane. The total signal power of a time-frequency atom  is calculated - since we
are in the discrete domain - with

where  is the respective value of  at the moment . If the total power is 1 for all
building blocks  the corresponding basis is normalized.

The wavelet theory in the next chapter introduces new families of time-frequency atoms that
are also orthogonal tilings of the time-frequency plane with a different localization in time and
frequency.

FIGURE 31.   The standard basis (left) and the Fourier basis
(right) tile a finite version of the time-frequency plane.
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Wavelets
This chapter presents the wavelet theory following the chronological order of its development
during the last thirty years. The emphasis that is put on the discrete case results from the fact
that later the introduced wavelet transforms are applied to discrete signal representations.

1   The wavelet transform
Some very good introductions into the wavelet transform are given in [17], [41] and [45]. In
this literature the continuous wavelet transform is usually introduced first, but we want to con-
centrate on the definitions for the discrete wavelet transform. We repeat the definition of the
Fourier transform for a quick comparison of the two transforms.

1.1   The discrete wavelet transform

The discrete wavelet transform (DWT) transforms a function from the time domain, where the
basis vectors correspond to dirac impulses  to the time-frequency domain, where the basis
vectors are dilations and translations of a mother scaling function and a mother wavelet

 yielding into a hierarchically decomposition that describes a function in terms of coarse
approximation and detail information ranging from broad to narrow [10].

The wavelet basis. The DWT uses a set of scaling functions  and a set of wavelets
 as an orthogonal basis for representing other functions. Each scaling function

is a dilated and translated version of a mother scaling function  and respective each wave-
let  is a is dilated and translated version of a mother wavelet . The scaling func-
tion and the wavelet are functions that satisfy certain requirements. These requirements assure
that the set of dilations and translations of the mother scaling function and the mother
wavelet  define an orthogonal basis. The name ‘wavelet’ comes from the requirement that
it should integrate to zero - waving above and below the x-axis.
The choice of the mother scaling function  and the mother wavelet  determines a
wavelet basis. Therefore the attributes of a wavelet basis depend on the attributes of the corre-
sponding mother functions. These attributes are localization in time, localization in frequency,
degree of smoothness, compact support, symmetry and the number of vanishing moments [25].
Probably the most important characteristic is that scaling functions and wavelets are simulta-
neously localized in time and in frequency.
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1.2   The discrete Fourier transform

A function in the time domain, where the basis vectors correspond to the dirac functions ,
is transformed by the discrete Fourier transform (DFT) into a function in the frequency domain,
where the basis vectors are sines and cosines. The function can then be analyzed for its fre-
quency content. The Fourier coefficients of the transformed function represent the contribution
of each sine and cosine function at each frequency.

The Fourier basis. Sines and cosines of different frequencies are used by the DFT as an
orthogonal basis for representing other functions. The frequencies of basis functions are equal
distant distributed over the representable spectrum. Thus each frequency appears as one basis
function which also can be phase shifted between 0 and 2π.

1.3   The discrete wavelet transform versus the discrete Fourier transform

Both, the DWT and the DFT, transform a function or a signal
from the representation in the time domain into a different
representation. For the DWT this new domain contains basis
functions that are scaling functions and wavelets. For the
DFT this new domain contain basis functions that are sines
and cosines.
The similarity of both transforms is the frequency localiza-
tion of the basis functions in the domain transformed to. The
dissimilarity is that the functions of the wavelet basis are
also localized in time, whereas the sine and cosine functions
of the Fourier basis are not.
Sharp local transitions of the signal in the time domain result
in numerous high frequency components in its DFT transfor-
mation. This is because the sharp time localized spike is
modeled with smooth unlocalized sines and cosines. The
‘unlocalization‘ in time of each contributing sines and
cosines function produces changes everywhere in the time
domain. Thus the Fourier transform of the signal does not
convey any information about the localization in time of the
sharp transition. The different results obtained when apply-
ing the DWT and the DFT to a signal or a function with a
sharp irregularity are illustrated in figure32. Represented by
128 coefficients the top most plot depicts the signal in the
time domain. The plots below show the coefficients that rep-
resent the same signal in respect to a wavelet basis and in
respect to the Fourier basis. Both transformations have been
normalized so that all basis vectors have a signal power of 1.
It is very nice to see that the complete signal power that the original signal had in its sharp spike
is almost evenly distributed over all coefficients of the Fourier transform.

1.4   Example

To get a sense how the discrete wavelet transform decomposes a function or a signal it is very
helpful to follow a simple example step by step.

δ x( )

FIGURE 32.   a signal with a sharp
irregularity (a) transformed with the
DWT (b) and the DFT (c)
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A function sampled with the eight
values 2, 6, 9, 7, 1, 3, 4 and 8 is
represented by the vector

 of the
vector space . The standard
basis  of  is the collection of
unit vectors  to , which corre-
spond to the dirac functions

 to  respectively,
where  is the moment sample
was taken. The coordinate vector
of  in respect to the standard
basis  is obviously identical

.

The wavelet decomposition hap-
pens in several iterations. Every
iteration means an orthogonal
basis transformation.
Summing and halving the entries
of
pairwise together results in the
average coefficients  to
namely 4, 8, 2 and 6. The detail information that was lost in this averaging process will be
stored in the detail coefficients.
Differenzing and halving the entries of the vector  pairwise together results in the detail
coefficients  to  namely -2, 1, -1 and -2. Together the average coefficients  and the detail
coefficients  build the coordinate vector  in respect to the
new basis . The old basis  and the new basis  are depicted graphically in figure33. A
reconstruction of all the coefficients  of the original vector  is done easily. The first entry

 of the vector  is calculated with , the second with , the third
with .
An interesting feature is a reconstruction that omits the detail coefficients. This results in a
coarse approximation of the original vector at a lower resolution.
The full wavelet decomposition is achieved by repeating the process of summing and differenz-
ing recursively on the average coefficients is depicted in figure34. The next iteration splits the
coefficients  to  into the average coefficients  and  and the detail coefficients
and . The detail coefficients  to  are kept yielding into another coordinate vector

 regarding to another new basis . A reconstruction that
uses only  and  produces an even coarser image of the original vector.
The final step decomposes the average coefficients  and  into one average coefficient

4 ×
8 ×
2 ×
6 ×
2 ×–

1 ×
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2 ×–
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5 ×
1 ×
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2 ×–

2 ×–

1 ×
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u( )S u( )B

u( )B' u( )B''

FIGURE 33.   the basis vectors of the standard basis S and the three
differ ent wavelet bases B, B’ and B’’
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the wavelet basisB''the wavelet basisB'
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 and one detail coefficient . This results in the final coordinate vector

 regarding to the basis . The different bases of each
decomposition step are shown in figure33.

The wavelet transform of the original vector  is defined as the average coefficients of the
lowest resolution and the detail coefficients in order of increasing resolution. Therefore the
coordinate vector  is the wavelet transform of the vector

. We better say that  is the full wavelet transform of  down to the bottom most
possible level of decomposition. The wavelet decomposition can stop at any resolution level.
The wavelet transform  omits the final step of the full
wavelet decomposition and the wavelet transform  applies
just one decomposition step to the original vector .

One way to ‘compress’ the wavelet representation
of the function by omitting the smallest coeffi-
cients beneath a certain threshold. This means
simply to set them to zero. This ‘compression’ is
lossy since the function reconstructed from the
‘compressed’ wavelet representation differs from
the original function. The higher the rate of com-
pression, meaning more coefficients are set to
zero, the bigger is the difference between the
original and the ‘compressed’ function. This
trade-off is depicted graphically in figure35.

1.5   The mother scaling function  and the average spaces

A discrete orthogonal multiresolution analysis (MRA) of  is an increasing sequence of
closed subspaces  of  which approximate  from coarse to fine. For the discrete MRA n
has to be a power of two.
The following properties describe a discrete multiresolution analysis:

aaa1

    = (  2,    6,    9,    7,    1,    3,    4,   8  )

= (  4,    8,    2,    6,   -2,   1,   -1,  -2  )

= (  6,   4,   -2,   -2,   -2,   1,   -1,  -2  )

    = (  5,   1,   -2,   -2,   -2,   1,   -1,  -2  )

FIGURE 34.   the wavelet transform decomposing a function
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FIGURE 35.   Increasing wavelet compression
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1.

2.

3.

4. A mother scaling function  with a non vanishing integral exists that is an orthonormal
basis for .

Since  a sequence  exists such that the mother scaling function  sat-
isfies a refinement equation:

The following equations can be proofed:

It is immediate that the functions  and form an orthogonal basis for  and
more general that the collection of functions  is an orthogonal
basis of . Normalized to an orthonormal basis for  the basis functions are

 where the scaling functions  are dilated, translated and nor-
malized versions of the mother scaling function :

together with (1) follows

and more general

1.6   The mother wavelet  and the detail spaces

We define  to be the orthogonal complement of  in . Hence  is also a subspace
of  and satisfies:

where the symbol  stands for the direct sum. In other words,  has the missing details to
go from  to .
The properties that held for average spaces have to be rewritten for the detail spaces:

1.

2.

3.

4.
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5.

6. A mother wavelet , with a vanishing integral, exists that is an orthonormal basis for
.

Since  a sequence  exists such that the mother wavelet  satisfies a
refinement equation:

The following equations can be proofed:

For orthogonal scaling functions and wavelets the  coefficients  are connected to the coeffi-
cients  through the equation . It is immediate that the functions  and

 form an orthogonal basis for  and more general that the collection of functions
 is an orthogonal basis of . Normalized to an orthonormal basis

for  the basis functions are  where the wavelets  are
dilated, translated and normalized versions of the mother wavelet :

1.7   The fast wavelet transform

Any function1  can be written as the linear combination of the scaling functions
 and any function  can be written as the linear combination of the wavelets
. Since  is equal to  any function  can be

written uniquely as the sum of a function  and a function :

In other words, we have two representations of the function , one as an element in
 and associated with the sequence , and another as a sum of elements in

and  associated with the sequences  and . The following relations show how
to pass between these representations:

1. for the discrete case these are vectors  of the vector space
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and similar.

The opposite direction from the  and the  to the  is equally easy:

When applied recursively, these formulae define the fast wavelet transform. The relation (2)
and (3) define the forward transform, while (4) defines the inverse transform. The scheme of
decomposition and reconstruction are illustrated graphically in figure36 and in figure37.

β j k, v j 1+ ψ j k, x( )〈 | 〉 v j 1+ 2 gmφ j 1 m 2k+,+ x( )
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m
∑= = = (3)
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m
∑= 2 gmβ j m,
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FIGURE 36.   the wavelet decomposition

FIGURE 37.   the wavelet reconstruction
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1.8   Computing the discrete wavelet transform

Let the original function be represented by sample values, that is a vector  of . In the
view of linear algebra the DWT is an basis transformation from the standard basis to a wave-
let basis . Any basis transformation in  can be realized with a transformation matrix.
The wavelet decomposition  could be calculated with , where  is the
coordinate matrix of  relative to  and  is the coordinate matrix of relative to . The
inverse DWT that restores the original representation  from the wavelet decomposition

 is done with the inverse of the transformation matrix. Because the DWT is usually a nor-
malized orthogonal transform, the transformation matrix is orthonormal and its inverse
is its transpose . The wavelet composition  could be calculated with .
This would be a computational expensive way to compute the DWT. The transform of a vector
of the length  requires  multiplications and  summations resulting in a complexity of

.

Now recall the introductory example given in the first section of this chapter. It said that the
wavelet transform is done in several iterations and that each iteration is an orthogonal basis
transformation. The basis transformation matrix for each of those iterations is a sparse matrix.
We carry on with this example and show how each iteration is done using a sparse transforma-
tion matrix.
It is immediate that the first transformation matrix transforms the vector  that represents the
sampled functions into the coordinate vector . The transformation matrix transforms from
the standard basis to the basis . The second iteration uses a matrix that transforms from the
basis  to another basis .
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The last iteration results into the final wavelet decomposition of the vector . It is a basis trans-
formation from the basis  to the basis . Obviously we could have done these three basis
transformation in one step.
If the matrix  transforms from the basis to , the matrix  from the basis  to the basis

 and the transformation from  to the basis  is done by the matrix , then the matrix
 transforms the vector  directly to its representation in regard to the basis .

Ingrid Daubechies has discovered that the wavelet transform can be implemented with a spe-
cially designed pair of Finite Impulse Response (FIR) filters called Quadrature Mirror Filter
(QMF), see “Digital filters” on page19. A FIR filter performs the dot product between the filter
coefficients and the discrete samples in the tapped delay line of the filter. The act of passing a
set of discrete samples, representing a signal, through a FIR filter is a discrete convolution of
the signal with the filters coefficients [10]. Then the wavelet decomposition can be done with
the complexity of O(n) as depicted in figure38. The averaging as we called it earlier corre-

sponds to the low-pass filtering and respectively the differenzing corresponds to the high-pass
filtering. In this example the length of each of the two FIR filters is two.

2   The Haar wavelet
The simplest wavelet basis that was already used in 1930 by Paul Levy is called the Haar wave-
let. He found it superior to the Fourier basis for studying small complicated details in the
Brownian motion. In the introductory example we already used the Haar wavelet transform,
although - for the sake of clarity - the basis vectors were not normalized.
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The Haar wavelet transform has a very good time resolution, however, its resolution in the other
domain - the frequency domain - is very poor.

2.1   The Haar scaling function

The Haar mother scaling function is defined by

and satisfies the refinement equation

for  and . Resulting in the normalized filter coefficients:

The resulting FIR filter that is used to com-
pute one half of the wavelet transform has
a frequency response as depicted in
figure39. Obviously its localization in fre-
quency is not good. Together with the FIR
filter for the Haar wavelet it makes a
Quadrature Mirror Filter pair.
Some dilated and translated versions of the
Haar mother scaling function are shown in
figure40. Note that for the sake of clarity
the basis functions have not been normal-
ized. In case the Haar wavelet transform is
actually applied to a -dimensional vector
that represents a function sampled at
points, the Haar scaling functions are-
dimensional vectors. They are the basis
vectors that span the spaces to . Given an 8-dimensional vector the spaces range
between  and . The corresponding Haar scaling functions that span each of these spaces

are shown in figure41 on page51.
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2.2   The Haar wavelet

The Haar mother wavelet is defined by

and satisfies the refinement equation

for  and . Resulting in the normalized filter coefficients:

The resulting FIR filter for the Haar wave-
let has a frequency response as depicted in
figure42. What held for the FIR filter for
the Haar scaling function is also true here.
The localization in frequency is not good.
Some dilated and translated versions of the
Haar mother wavelet are shown in
figure43. Note that for the sake of clarity
the basis functions have not been normal-
ized. Again, in case the Haar wavelet trans-
form is actually applied to a -
dimensional vector that represents a func-
tion sampled at  points, the Haar wave-
lets are -dimensional vectors. They are
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FIGURE 41.   the Haar scaling functions that span the spaces V0 to V3
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the basis vectors that span the spaces to . Given an 8-dimensional vector the

spaces range between  and . The corresponding Haar wavelets that span each of these
spaces are shown in figure44.

3   The Daubechies wavelet
Until Daubechies’ ground breaking work the Haar wavelet was thought to be the only wavelet
to have compact support (a finite number of filter coefficients) and to form an orthonormal mul-
tiresolution analysis. The Daubechies wavelets build a whole family of wavelets. They are dis-
tinguished by an index that equals the number of filter coefficients for decomposition and
reconstruction. At this point we will introduce the Daubechies4 scaling function and wavelet
since they are realized with a Quadrature Mirror Filter of the shortest length.

3.1   The Daubechies scaling function

There is no closed form for the Daubechies mother scaling function. However a recursive dis-
play algorithm can be used to draw the graph of it [43]. The Daubechies mother scaling func-
tion satisfies the refinement equation

for . ,  and . Resulting in the normalized
filter coefficients:
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FIGURE 43.   different Haar wavelets

ψ0 0, x( ) ψ x( )= ψ0 0, x( ) 2ψ 2x( )= ψ0 0, x( ) 2ψ 2x 1–( )= ψ0 0, x( ) 4ψ 4x 1–( )=

W0 W2

ψ2 0, x( )

ψ2 1, x( )

ψ2 2, x( )

ψ2 3, x( )

ψ1 0, x( )

ψ1 1, x( )

W0

W1

W2

ψ0 0, x( )

FIGURE 44.   the Haar wavelets that span the spaces W0 to W2

φ x( ) 2 hkφ 2x k–( )
k
∑=

2
1 3+

8
----------------φ 2x( ) 3 3+

8
----------------φ 2x 1–( ) 3 3–

8
----------------φ 2x 1–( ) 1 3–

8
----------------φ 2x 1–( )+ + + 

 =

h0
1 3+

8
----------------= h1

3 3+
8

----------------= h2
3 3–

8
----------------= h3

1 3–
8

----------------=



Wavelets

53

The resulting FIR filter that is used to com-
pute one half of the wavelet transform has
a frequency response as depicted in
figure45. Obviously its localization in fre-
quency is already better than that of the
Haar scaling function. Together with the
FIR filter for the Daubechies wavelet it
makes a Quadrature Mirror Filter pair.

Some dilated and translated versions of the
Daubechies mother scaling function are
shown in figure46. As we said, the
Daubechies scaling function is defined by
a recursive algorithm. The depicted ver-
sions of the scaling function are calculated
on an interval of 2048 points. The mother
scaling function  covers the com-

plete interval in the same way the mother Haar scaling function does it. The same that holds for
the Haar wavelet transform is valid for the Daubechies wavelet transform. Applied to a -
dimensional vector that represents a function sampled at points, the Daubechies scaling func-
tions are -dimensional vectors. They are the basis vectors that span the spaces to .
Given an 8-dimensional vector the spaces range between and . The corresponding
Daubechies scaling functions that span each of these spaces are shown in figure47 on page54.
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FIGURE 45.   the frequency response of the FIR filter for
the Daubechies scaling function
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3.2   The Daubechies wavelet

There is consequently also no closed form for the Daubechies mother wavelet. In the same
manner a recursive algorithm is used to calculate it. The Daubechies mother wavelet satisfies
the refinement equation

for . ,  and . Resulting in the normal-
ized filter coefficients:

The resulting FIR filter for the Daubechies
wavelet has a frequency response as
depicted in figure48. What held for the
FIR filter for the Daubechies scaling func-
tion is also true here. The localization in
frequency is already better than the fre-
quency localization of the Haar wavelet.

Some dilated and translated versions of the
Daubechies mother wavelet are shown in
figure49. The depicted versions of the
wavelet are again calculated on an interval
of 2048 points. It is immediate that mother
wavelet  covers the complete
interval as well. On applying the
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FIGURE 47.   the Daubechies scaling functions that span the spaces V0 to V3
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Daubechies wavelet transform to a -dimensional vector that represents a function sampled at

 points, the Daubechies wavelets are -dimensional vectors. They are the basis vectors that
span the spaces  to . Given an 8-dimensional vector the spaces range between

 and . The corresponding Daubechies wavelets that span each of these spaces are shown

in figure50.

3.3   Other Daubechies wavelets and scaling functions

As we said the Daubechies wavelets build a whole family of wavelets. In this section we want
to take a brief look how other members of this family look like and what the differences
between the members are. The Daubechies4 wavelet is the ‘shortest’ wavelet in the family
meaning that it has the least number of FIR filter coefficients - exactly four. Actually the Haar
wavelet is sometimes referred to be the smallest member of this family. In this case it is called
Daubechies2 wavelet - obviously it has only two filter coefficients. The Daubechies6,
Daubechies8, Daubechies10, ... and so on consequently have FIR filters with 6, 8, 10, ... and so
on coefficients respectively. The frequency localization of the Daubechies4 wavelet was

Haar 0.70710678, 0.70710678

Daubechies4 0.48296291, 0.83651630, 0.22414386, -0.12940952

Daubechies6 0.33267055, 0.80689150, 0.45987750, -0.13501102, -0.08544127, 0.03522629

Daubechies8 0.23037781, 0.71484657, 0.63088076, -0.02798376, -0.18703481, 0.03084138,
0.03288301, -0.01059740

Daubechies10 0.16010239, 0.60382926, 0.72430852, 0.13842814, -0.24229488, -0.03224486,
0.07757149, -0.00624149, -0.01258075, 0.00333572

Daubechies12 0.11154074, 0.49462389, 0.75113390, 0.31525035, -0.22626469, -0.12976686,
0.09750160, 0.02752286, -0.03158203, 0.00055384, 0.00477725, -0.00107730

TABLE 5. FIR filter coefficients for the Daubechies family

n

FIGURE 49.   different Daubechies wavelets
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already better than that of the Haar wavelet. We will see that the localization in frequency
increases with the length of the filter. Therefore the ‘longer’ wavelets of the Daubechies family
have a better localization in this domain. But it is immediate that with increasing filter length
the localization in the time domain becomes poorer. The Daubechies8 wavelet and scaling

function are given in figure51. There are also the frequency responses of the corresponding
low-pass and high-pass FIR filter illustrated. As said earlier the localization in the frequency
domain improves with the length of the filter. The two filters do a more accurate job in splitting
the signal into two subbands.
The frequency response and the immediate increase of frequency localization is summarized in
figure52 on page57.
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We have now
examined the
frequency
response of the
FIR filters used
for the wavelet
transform in
detail. One has to
keep in mind that
the wavelet
transform applies
those FIR filters
recursively onto
the signal. The
transform coefficients that are result from the first convolution of the signal samples with the
filters coefficients address basis vectors with a frequency localization equal to the frequency
response of the FIR filters. Iteratively the FIR filters are applied towards the previous low-pass
coefficients. The basis vectors addressed by the resulting coefficients of the second convolution
have a more precise localization in frequency but therefore lose their time localization. Illus-
trated by the corresponding information cells in the time-frequency plane (see figure53) with
every decomposition step the uncertainty in frequency is halved while the uncertainty in time is
doubled.
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FIGURE 52.   increasing frequency
localization of the low-pass FIR
filter f or the Haar, Daub4, Daub8,
Daub12 and Daub20 wavelet
transform

FIGURE 53.   the idealized tiling of the time-frequency plane by the basis vectors of the
wavelet transform after one (a), two (b) and three iterative decomposition steps
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4   The wave packet transform
It turns out that the discrete
wavelet transform is actually a
subset of a far more versatile
transform, the wave packet trans-
form (WPT). Developed by
Ronald Coifman of Yale Univer-
sity, the wave packet transform
generalizes the time-frequency
analysis of the wavelet trans-
form. It yields into a family of
orthonormal transform basis where the wavelet transform is only one member [11].

We see that the classical multiresolution analysis is
obtained by splitting a space  into two orthogo-
nal subspaces  and . and then doing the
same for the space  recursively [25]. At each
step of the recursion the subspaces are spanned
by scaling functions  and the subspaces  are
spanned by wavelets . And at each step of the
recursion the direct sum

 forms an
orthonormal basis for the space. The corresponding orthonormal basis vectors are the scal-
ing functions of the subspace  and the wavelets of the subspaces  to . In figure54
on page58 we give a schematic representation of a space and its subspaces after using splitting
over three recursions. The top rectangle represents the space and each other rectangle corre-
sponds to a certain subspace of. The splitting is done by a Quadrature Mirror Filter pair.
The slanted lines between the rectangles indicate the splitting. The left refers to the low-pass
filter and the right refers to the high-pass filter. The wavelet decomposition can now be viewed
as a partial graph of a binary tree. In the idealized time-frequency plane the wavelet transform
basis can be illustrated as in figure55 on page58.

The wave packets are the basis
functions that we obtain if we
also split the  spaces. So start-
ing from a space  the wave
packet decomposition can be
represented as a full binary tree
as shown in figure56. Each rect-
angle is a direct sum of the two
subspaces denoted by its chil-
dren. The bold rectangles then
correspond to the wavelet multiresolution analysis. This wavelet transform basis is actually a
subset of as family of bases formed by the wave packet transform.
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FIGURE 54.   wavelet splitting scheme
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Any disjunct cover of rectangles
forms an orthonormal basis for
the space . In figure57 two
example bases are shown. The
first one is a so called subband
basis since it splits the decom-
posed function in four equal
spaces frequency bands. All
basis vectors within a rectangle
have the same frequency
response. Since each splitting
iteration divides the input signal
through low-pass and high-pass
filtering into two frequency
bands,  recursively applied iter-
ations to the signal result into a
subband representation with
frequency bands.

The second wave packet basis from
figure57 is also a decomposition in four
frequency bands. But here the bands are
not equal spaced. The large rectangle cor-
responds to the basis vectors with the
highest time and the lowest frequency res-
olution. The following two rectangles
from the bottom of the library have the
lowest time resolution and the highest fre-
quency resolution. And consequently the
middle sized rectangle on the right con-
tains basis vectors with a medium time resolution and a medium frequency resolution. In
figure58 the decomposition of the original function in time and frequency components regard-
ing to these two wave packet bases is illustrated using the idealized time-frequency plane.

We can extend the introductory wavelet decomposition example as depicted in figure59 on
page60. Then we have a library of transform bases to choose from. A function that is repre-
sented by  sample values expands into a library of  transform coefficients. The num-
ber of possible transform bases is very large - there is a choice from more than different
bases [14]. Here we have  sample values which expands into  coeffi-
cients. Each of these coefficients addresses a basis vector which we call wave packet. These
basis vectors include the wavelets and scaling functions that were the basis vectors for the
wavelet transform. We can generate one of the 24 basis vectors by filling the tree with ‘s
except for a single  and calculate the recomposition.
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FIGURE 57.   two orthonormal bases from the wave packet library
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There are two motivations for the choice of a specific
wave packet basis. Either we want to transform a func-
tion into a basis with specific characteristics in the
time-frequency plane or we want to use any transform
basis that allows high compression. The first approach
is used for analyzing or modifying certain attributes of
a function in the time-frequency domain. Then a fixed
wave packet basis is chosen that yields into the desired
decomposition. The other approach adapts the chosen
basis to the respective function in order to minimize the
number of coefficients needed for representing the
function.

Recall how we compressed the wavelet representation
of a function in figure35 on page44. We do the same
here but choose a basis from the wave packet library
that either allows a higher compression or results in a
more accurate reconstruction. In figure60 we use two

different wave packet bases to represent the example function as depicted by the decomposition
tree on the right. Then we compress this representation by discarding at first one and then three
transform coefficients. The reconstruction of the function from its compressed representation in
the respective wave packet basis is shown on the right.

For compression purposes it is desirable to choose a wave packet basis that concentrates the
most information about the decomposed function in only a few transform coefficients. We can
choose the set of coefficients to represent the function with respect to a certain criterion. This
procedure is called best basis selection and one can design fast search algorithm that make use
of the tree structure. The best basis search algorithm was proposed by Wickerhauser and Coif-
man in [13] and [12].
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FIGURE 59.   the decomposition of a
function into the wave packet library of
bases
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We now define a real-valued cost functional  on the vectors that represent our functions and
search for its minimum over all bases in the wave packet library. Such a functional should, for
practical reasons, describe the concentration of information or the number of coefficients
required to accurately describe the function. By this we mean that should be large when all
coefficients are roughly of the same size and small when all but a few coefficients are negligi-
ble. A map  from vectors  to  is called an additive information cost function if

 and . If we have a vector  and an orthonormal basis
for the vector space , written as a matrix of row vectors, then  is the vector of
coefficients of  in the orthonormal basis. The information cost of  in the basis  is calcu-
lated with . The best basis  from a library of bases relative to  for a vector  is that
for which  is minimal.

We explain the best basis algo-
rithm of Wickerhauser and Coif-
man using a small example.
Suppose that the vector
has been expanded into the
library of wave packet bases.
Then an admissible basis of this
library is any disjoint horizontal
cover of rectangles. Since the
library of bases - depicted in
figure61 - is a tree, we can find the best basis relative to  by traversing through it. We choose
the bottom most row of rectangles as the start basis. At each step of the algorithm the chosen
subset of rectangles will be a disjoint cover and thus an admissible basis. We first calculate and
store the information costs of all eight rectangles to  from the bottom. In the row above
the search is started. We calculate the information costs of each parent rectangle to  and
compare them to the sum of information costs that was stored with their twin dyadic daughters.
For the rectangle  these are the two rectangles  and  or in general the two daughters of
the parent rectangle  are  and . When the costs for the parent are smaller they
are stored and the parent rectangle enters the actual selected basis, replacing any rectangles
below. Otherwise the sum of information costs of the two daughters is stored and the basis
selection remains unaltered. Proceeding iteratively row by row this process ends when we reach
the rectangle at the top which corresponds to the original signal. In figure62 on page61 this

best basis search is illustrated with a small example. Within a wave packet library of three
decomposition levels the best basis is selected in respect to some (here arbitrary) cost function

. The values that are written in the rectangles of the left most tree stand for the resulting
information costs using this cost function. At four different steps of the algorithm the actual
selected basis is shown marked with bold rectangles. The algorithm terminates in the right most
tree presenting the basis with the smallest information costs.
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Two more things need to be discussed here in further detail. One the one hand we introduce dif-
ferent cost functions  and on the other hand we spend some thoughts on how to store the
wave packet basis that was chosen by the algorithm.
Some useful measures of information according to Coifman and Wickerhauser [15] are:

number above a threshold. Set an arbitrary threshold and count the coefficients of the vec-
tor  whose absolute value exceeds . This is an additive measure of information. It gives the
number of coefficients needed to transmit the signal to accuracy . The experience of the
author has shown that for compression purposes the value of  is of great importance. Espe-
cially if this value is set to high the best basis search can turn into a worst basis search. For sig-
nals with unpredictable or varying energy the threshold  should adapt to the signal.

bit counts. Choose an arbitrary  and count the binary digits in . Summing over
 gives an additive measure of information. It corresponds to the number of bits needed to

transmit the signal to accuracy .

Shannon entropy. The Shannon-Weaver entropy of a vector  is
where  and the summand is interpreted as for any . This entropy is
a well-known measure of the information of a distribution, but is not additive. We may also use
the  norm denoted by  with the same convention for

 rather than the entropy. See [13] for more information.

The wave packet transform is said to perform very good for compression purposes because the
transform basis adapts itself to the function through the best basis search. Since the basis varies
from transform to transform the information which wave packets are addressed by the trans-
form coefficients has to be transmitted as well. Wickerhauser proposes in [47] the following:
After expansion into wave packet coefficients and compression by discarding the small ones, it
is necessary to transmit the surviving values as well as their position in the dyadic cover. Sup-
pose that the function consists of samples each bits long and thus requiring  bits of stor-
age. When transformed into the optimal basis, say that only of the coefficients exceed the
cutoff. Since no cheating is allowed, the coefficients can only contain  bits each. Specifying
their positions within  times  coefficients takes  bits. This adds up to

 bits. The compression ratio [47] can be computed with:

It is immediate that the compression ratio decreases immediately with increasing.

When the number of discarded coefficients ranges between 0% and 70% the indexing approach
of Wickerhauser contains to much redundancy. As one sees in table6 there are two other
approaches that can reduce the needed bit rate. Both take an indexing bit field to determine the
used wave packet basis. The picture in figure63 on page63 is probably the easiest way to
explain how a wave packet basis for a function consisting of samples is efficiently repre-
sented with  bits. Every rectangle has a corresponding bit except for those from the bottom
most row. The bit that corresponds to rectangle has the index number . A bit is set
when the corresponding rectangle needs to be computed from its daughters. In figure63 there
are two example wave packet bases on the left with an illustration of their respective bit fields
on the right. Whether the bits - enumerated from 1 to 7 - are set or not indicates the thickness of
the rectangle. In case a rectangle is bold the corresponding bit is set, otherwise it is zero. There
is no bit with the index number 0.
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Even though the wave packet basis is determined, the coefficients position within the array of
wave packet coefficients needs to be specified. The two different ways to do so result into
method (b) and (c) from table6 on page63. In method (b) every coefficient is accompanied by
its location within the coefficient array. For an array of length  this can be done with
bits. Then the compression ratio - which still decreases with increasing - can be computed
with:

However, for most cases method (c) is more efficient. An indexing bit field of  bits contains
the position information about all coefficients. In case the coefficient at position  in the array is
transmitted, bit number in the bit field is set to 1. It is obvious that for this approach the order
in which the coefficients are arranged is dictated by the order of the 1‘s in the bit field. Here the
resulting compression ratio is calculated by:

n 10% 25% 50%

256 (a)  26*(8+3) = 286
(b)  256+26*8 = 464
(c)  256+256 = 512

(a)  64*(8+3) = 704
(b)  256+64*8 = 768
(c)  256+256 = 512

(a)  128*(8+3) = 1408
(b)  256+128*8 = 1280
(c)  256+256 = 512

65536 (a)  6554*(16+4) = 131080
(b)  65536+6554*16 = 170400
(c)  65536+65536= 131072

(a)  16384*(16+4) = 327680
(b)  65536+16384*16 = 327680
(c)  65536+65536= 131072

(a)  32768*(16+4) = 655360
(b)  65536+32768*16 = 589824
(c)  65536+65536= 131072

TABLE 6. The number of bits needed to transmit the positions of 10%, 25% or 50% of the
coefficients for a wave packet expansion with 256 (65536) samples using three different methods.
Method (a) is the one proposed by Wickerhauser, method (b) indexes the wave packet basis but then
addresses each sample separately, method (c) indexes the wave packet basis and uses a bit field to
determine the transmitted coefficients
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5   The wave level transform
The wave packet basis in the top of
figure57 on page59 consists of rect-
angles from one decomposition level
only. It is what we before called a sub-
band basis. In the following we will
call a wave packet decomposition that
chooses all transform coefficients
from the same fixed decomposition
level a wave level transform. Then
there is no best basis search and a
fixed subband basis becomes the
transform basis which is determined
by the chosen filter and the decompo-
sition depth of the wave level trans-
form. In figure64 the three possible
subband bases of the wave level trans-
form for the space  are shown.

V3

FIGURE 64.   the three possible subband basis of the wave level
transform: decomposition level one (a), decomposition level two
(b), decomposition level three (c)
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VI

Audio encoding schemes
In this chapter some new and efficient audio encoding schemes are about to be presented. The
main features of these encoders are flexible bit rates, graceful degradation, layering, sample
rate independence and small computational complexity. They are the result of the authors
research work at the International Computer Science Institute at Berkeley. The initial concepts
for the design and structure of these codecs were contributed by Hartmut Chodura from the
Fraunhofer Institut für Graphische Datenverarbeitung at Darmstadt.

Up to now there did not exist an audio coder with an output rate that can be controlled over a
wide range of bit rates. with a relatively fine granularity. The usual way to work around this
problem is to use a panoply of audio codecs. As mentioned earlier there are PCM, various
ADPCM, GSM and LPC coders. This makes it possible to choose the coding scheme with a bit
rate that is closest to that desired. However, the granularity of the rate adjustment is coarse. Fur-
thermore some of the encoders (LPC) put constraints on the possible sampling rate which
makes them impractical for wideband speech or high-quality audio transmissions [8].
Before we introduced two different Forward Error Correction schemes. For the first approach -
sending low resolution versions of previous packets sort of piggybacked on every current
packet - it was necessary to employ different audio encoders. One for producing the main infor-
mation about the audio signal and one for producing the redundancy. The audio codec intro-
duced here simplifies this procedure. This encoding scheme can produce both at once - the
main and the redundant information. The redundancy that allows the reconstruction of a low
resolution versions is simply a specific fraction from the encoding of the main information.
For the second approach - using Priority Encoded Transmission - it was necessary to use an
encoding scheme consisting of several layers with different importance. The key word was
graceful degradation. Since there was no such codec for real-time audio streams available there
was the need to develop a layered audio encoding scheme.

Even though our audio codecs can work with any sampling rate, most of the investigation was
done with audio signals sampled at 8000 Hz. Some other existing encoding schemes only work
at this fixed sampling rate. Measuring the efficiency of our coders is easier, when there are
some standards that we can compare them with. For computational reasons the sample values
are transformed into floating point values between -1.0 and 1.0.

1   Transform coding
The coding techniques that are employed here are known as transform coding (TC). In trans-
form coding systems each block of audio samples is transformed independently from all other
blocks into a set of transform coefficients. This method is also referred to as vector quantizing.
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The operation applied to the block of audio samples is a simple basis transformation. Then a
subset of the transform coefficients is quantized and transmitted. An inverse transform is taken
at the receiver to obtain the corresponding block of reconstructed audio samples. The tradi-
tional aim of transform coding is to compress the amount of data needed to represent an audio
signal [49]. We extend this aim and use transform coding for a compressed and layered repre-
sentation of an audio signal.
We arrange  successive audio samples into the vector  - an element of . This vector  is
the representation of the block of audio samples regarding to the standard basis. Therefore
we better use the notation of a coordinate vector . Transform coding is a basis transforma-
tion from the standard basis into some other basis. That is the transformation of the vector

 to a vector . The idea is to have a better set of basis vectors for representing the block
of audio samples than the standard basis. Better means that more information about the audio
signal can be represented by addressing less basis vectors. This yields into a compressed repre-
sentation of the audio signal. Better also means that using just a few basis vectors results into an
approximation of the audio signal with a granularity depending on the amount of used basis
vectors. This yields into a layered representation of the audio signal.
We will investigate the basis of the discrete Fourier transform (DFT), the basis of the discrete
cosine transform (DCT), the basis of the discrete wavelet transform (DWT), the basis of the
discrete wave level transform (WLT) and the library of bases of the wave packet transform
(WPT). Whereas the DFT and the DCT are fixed transforms the DWT and the WLT are deter-
mined by the choice of the mother scaling function and the mother wavelet or simpler - by the
corresponding Quadrature Mirror Filter pair. The WPT is even more flexible since on the one
hand every QMF pair yields into a different library of bases and on the other hand there are
more than  possible bases in each library for the-dimensional case. The basis vectors of
various transforms for the case  are shown in figure65.
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FIGURE 65.   basis vectors of various transforms: (a) standard basis, (b) DFT basis, (c) DCT basis, (d) DWT basis
(Haar filter), (e) DWT basis (Daubechies4 filter), (f) a subband WPT basis (Daubechies4 filter)
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2   Transforming audio signals
In the following we will apply several transforms towards an audio signal and analyse the
results in consideration of compression and layering. A voice signal will serve as the test data
for our investigations. In figure66 on page67 we can see a plot representing the voice signal of
the sentence ‘Let’s have some coffee’ spoken by the author. The length of the recording is
roughly two seconds of speech, which equals 16384 audio samples at a sampling rate of 8kHz.
The first zoomed segment contains 2048 samples which is approximately a quarter of a second
and corresponds to the word ‘some’ and the beginning of the word ‘coffee’. The second
zoomed segment focuses on the ‘c’ sound of the word ‘coffee’. This part is made of 256 sample

values meaning 32 ms in time.

In the following we will apply different transforms towards these two segments and discuss the
meaning of the produced representations. Since all of the introduced transforms can be seen as
simple basis transformations, the inverse operation does always exits. When leaving the trans-
form coefficients unchanged, the original signal can be exactly reconstructed through the corre-
sponding retransform. But of course it is not our intention to leave the transform coefficients
unchanged. The aims are:

Compression:The representation in the transformed domain can be basically compressed in
two ways. Transform coefficients with a very small value have only a very small impact on the
recomposition of the signal. Therefore they can be omitted without causing a major distortion
of the signal. The amount of data is compressed because only the information about the kept
transform coefficients has to be transmitted. On the receiving side the discarded coefficients are

FIGURE 66.   The sentence ‘Let’s have some coffee’
spoken by the author at different zoom levels. Top
left the complete sentence represented by 16384
audio samples at a sampling rate of 8000 Hz. Top
right a zoom of the word ‘some’ and the beginning of
the word ‘coffee’ and bottom right a close-up of the
‘c’ sound of the word ‘coffee’ represented by 256
sample values.
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assumed to be zero. Transmitting just the important coefficients raises another question. How
does the receiving side know, which coefficients have been transmitted? Either the omitting of
coefficients is position independent, then each transmitted coefficients has to be accompanied
by its position within the array. This additional information obviously reduces the obtained
compression rate, since it has to be transmitted as well. Position dependent discarding of trans-
form coefficients would be much more efficient, but this method does not take the value of the
coefficient into consideration.
Besides omitting coefficients the number of bits for representing each of them plays a major
role for compression. The fewer bits are used to encode the different coefficient values the
greater is the achieved compression ratio. But quantizing the values of the coefficients intro-
duces a quantization error. Using less bits and therefore less quantization levels systematically
increases the quantization error.

Layering: To present a layered audio encoding scheme was the motivation for our work. Lay-
ering means splitting the encoding information into several layers. The bottom most layer has
to be already a stand-alone codification of the audio signal, containing the rough overall shape
of the audio signal. Retransforming this layer should result into a signal that is close to the orig-
inal one. This means the retransformed audio signal should be at least intelligible. The remain-
ing layers - the exact number is arbitrary - should add layer by layer more of the signals detail
information to the codification. Consequently a reconstruction including all encoding layers
should allow the perfect reconstruction of the audio signal. Then omitting layer by layer of the
codification results into recompositions of the audio signal at different resolution levels.

For the sample vector containing 2048 samples - an element of  - the decomposition
through the DWT into scaling functions and wavelets start at the space . The other sample
vector with 256 samples - an element of  - starts at the space . The resulting coefficients
after a Daubechies8 wavelet decomposition over the total of 11 or 8 levels respectively are
shown in figure67.
For a sample rate of 8000Hz the normalized frequency on the x-axis of the frequency response
graph ranges from 0Hz to 4000Hz. One way to compress the representations in respect to the
wavelet basis would be to omit the coefficients that correspond to the high frequencies. Look-
ing at the plot one may think this is a good idea, since the coefficients for  are com-
paratively small. This is because the frequency spectrum of the human voice ranges mainly
between 500Hz and 1500Hz. But this procedure - which would be a position dependent dis-
carding of coefficients - equals a band-limiting of the audio signal with a very bad low-pass fil-
ter. This fact becomes immediately clear in figure68. For this way of compression a full
wavelet decomposition is an unnecessary computational overhead. Only the first iteration that
splits  into  and  and  would be already sufficient. But - the com-
pressed signal is of poor quality. Because of the missing high frequencies the resulting signal
sounds hollow. Furthermore the remaining low-frequency signal sounds distorted since the
used low-pass filter is not a perfect one.

The following graphic shown in figure69 on page69 elucidates why the wavelet decomposi-
tion yields into a higher compressed representation of the audio signal. The absolute values of
both - the samples of the original representation and the coefficients of the wavelet transform -
are sorted and plotted in decreasing order. Especially for the audio segment with 2048 sample
values the desired result is visible. A big number of coefficients is almost zero and there are a
few with a very large value. This behaviour almost dictates the design of the compression
scheme that we are about to present. One has to recall that both - each coefficient of the wavelet
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transform and each sample of the original signal - address a basis vector in respect to some
basis. For the wavelet coefficients this is the wavelet basis and for the sample values it is the
standard basis. All the basis vectors are of the same length: one. Then the audio signal is com-
posed by a linear combination of all basis vectors multiplied with the corresponding coeffi-
cients in regard to the respective basis. In case such a coefficient is very small the appropriate

basis vector does not add very much towards this linear combination. Discarding this coeffi-
cient - meaning setting it to zero - has only a small impact on the shape of the audio signal. The
compression is achieved by discarding a certain number of coefficients according to their abso-
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FIGURE 67.   the wavelet transform coefficients and the
fr equency response of the corresponding basis vectors.
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The frequency response of the basis vectors for both trans-
forms is depicted on the right. The 1024 (128) wavelets that
span the space  represent the highest frequency
components of the signal. Then the 512 (64) wavelets that
span the space  contain the next lower frequency
band. Consequently the 256 (32) wavelets that span the
space  correspond to the following lower band
and so on.
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FIGURE 69.   The absolute values of both - the samples of the original representation and the coefficients of the
Daubechies8 wavelet transform - are sorted and plotted in decreasing order. The left graph contain the speech
segment of 2048 samples, the right plot the shorter segment of 256 sample values.
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lute value. There are basically two ways to do that: Either omitting all coefficients below a cer-
tain threshold or else discarding a certain percentage of the lowest valued coefficients. The first
method yields into a variable amount of encoding information, the latter assures an codification
at a steady bit rate.
In figure70 on page71 and in figure71 on page72 the second idea is applied towards the two
sample audio segments. Rather than talking about discarding a certain percentage of transform
coefficients we talk about keeping a certain percentage. Both figures illustrate the same sce-
nario: The left upper most graph shows the original audio signal with its Daubechies8 wavelet
transform on the right. Below three different signal reconstructions that use the highest 40%,
20% or 5% of the wavelet transform coefficients are shown. The graphs on the right list the kept
coefficients and in the graphs on the left the corresponding signal reconstruction is plotted. The
increasing compression very nicely yields into a graceful degradation of the conformity with
the original signal. As one might expect - looking at the audio signals plot - auditory test series
confirm that this directly results into a graceful degradation of the audio quality. The observed
behaviour gives us everything that we wanted:

• graceful degradation: The quality of the audio signal can be controlled by the number of
transform coefficients used for reconstruction. Using more/less coefficients directly
increases/decreases the achieved quality. The level of quality is infinitely variable from
excellent to mediocre.

• layering: As a direct outcome of graceful degradation layering is achieved when grouping
the coefficients in order of their importance together. An encoding scheme with three lay-
ers for example can use the highest 10% of coefficients for the bottom most layer, the next
20% to build the second layer and group another 30% together for the third layer.
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FIGURE 68.   the wavelet transform coefficients and the
fr equency response of the corresponding basis vectors
for the DWT with only one decomposition step
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FIGURE 70.   The top left graph shows the original audio signal with its Daubechies8 wavelet transform on the
right. Below three different signal reconstructions that use the highest 40%, 20% or 5% of the wavelet transform
coefficients are shown. The graphs on the right list the kept coefficients and in the graphs on the left the
corresponding signal reconstruction is plotted.
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FIGURE 71.   The top left graph shows the original audio signal with its Daubechies8 wavelet transform on the
right. Below three different signal reconstructions that use the highest 40%, 20% or 5% of the wavelet transform
coefficients are shown. The graphs on the right list the kept coefficients and in the graphs on the left the
corresponding signal reconstruction is plotted.
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• variable bit rate: The number of transmitted coefficients obviously influences the amount
of encoding information. Analog to graceful degradation using more/less coefficients
directly increases/decreases the needed bandwidth.

The Daubechies8 wavelet transform is just one of many different transforms that can be
exploited for this purpose. The next step is to find the transform that outperforms all of the oth-
ers given a set of criteria.

An objective criteria for a suitable transform basis is the slope of the graph of the sorted coeffi-
cients. A steep descent of this graph and thus a large number of coefficients close to zero will
allow a high compression rate with almost no distortion of the audio signal. The computational
complexity is also an important factor for our choice. The encoding scheme is thought to be
applied towards real-time audio communication, thus the available CPU power acts as a con-
straint on our choice. Another and obviously even more important criteria is the subjective
judge through the human ear.

In the next two sections several transforms are compared in respect to these criteria. The first
section deals with the objective measurements, like the descent of the graph of the sorted coef-
ficients or the computational complexity. The second section tries to validate these results with
the help auditory test series. Two independent tools written by the author allow to compare the
sound quality for speech communication using various transforms at different compression
ratios.

3   Competing objectively
Recalling the observation from figure69 on page69 we use the slope of the graph of the sorted
transform coefficients as an objective criteria for choosing the best basis transformation. More
precisely we use the amount of the signals power that is represented by the highest coefficients
as the criteria. Experimental evidence has shown that some of these transforms contain enough
signal information within the highest 50% of the transform coefficients to allow a perfect
reconstruction for speech signals. Perfect in the sense that there is no audible difference
between the original and the reconstructed signal. Using a sample recording we will calculate
the percentile amount of the signals power that is kept within the highest 5%, 10%, 20%, 30%
and 50% coefficients of each representation.

When working on only one block of sample data our results will not allow general statements
about the applied transforms. On the one hand the sample could be biased - meaning this spe-
cific segment of speech is not a good representative for common speech signals. On the other
hand the resulting plots of the sorted transform coefficients look rather irregular. Therefore we
do a certain number of consecutive transforms and calculate their average. However, this evalu-
ation scenario is far from being perfect. The author - who recorded his voice as test data (see
figure72 on page74) - does not claim to have specifically representative voice. Furthermore we
were talking about audio compression, but then use only speech signals to judge the different
transformations. We justify this with the fact that our objective statements will be proofed
through auditory experiments. The focus on speech signals is due to time limitations and the
certainty that the momentary research work of Hartmut Chodura at the Fraunhofer Institut for
Computer Graphics applies the results achieved here towards high-quality audio.

In the following we are going to use the notations ‘DWT<filter> (<minus>)‘ and
‘WLT <filter> (<minus>)’ for denoting either a discrete wavelet transform or a wavelet level
transform that decomposes the signal with the filter<filter>  up to the bottom most minus
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<minus> decomposition level. For instance ‘DWT Daub4(0)’ stands for a discrete wavelet
transform with the Daubechies4 filter over all decomposition levels, whereas ‘WLT Daub8(2)’
indicates that the Daubechies8 filter is used in a wave level transform which omits the last two
decomposition steps. A similar notation for the WPT is ‘WPT<filter> (<threshold>)’ meaning
that a wave packet transform works with the filter<filter>  and uses the threshold<threshold>
for its cost-function in the best-basis search.

Like before we work with the two block length of 2048 and 256 samples. The whole sample
segment contains 122880 samples which equals a recording duration of 15.36 seconds. The
average over all transformations on this audio segment is made of 60 single transforms for the
2048 sample blocks and 480 independent transforms for the smaller 256 sample blocks. In

figure73 the results of applying DWT with various filters to the sample segment are shown. It
may be noted that all DWTs decompose the sample signal down to the bottom most level. For
the average case it seems that the block size does not influence the outcome of the transform at
all. As a first result we notify that with increasing filter length the plot of the sorted transform
coefficients becomes steeper. However, the resulting difference between the Daubechies8,
Daubechies20 and Vaidyanathan24 transform is fairly small compared to the difference in their
complexity. A more exact picture about the performance of the different transforms is given in
table7 on page75. The table makes it immediately clear why the highest 50% of the transform
coefficients allow an almost perfect reconstruction of the speech signal. Our choice - assuming

0.0

-0.1

0.1

0 25000 50000 75000 100000

FIGURE 72.   A recording with a duration of 15.36 seconds of the authors voice which equals 122880 samples values
at a sampling rate of 8000 Hz is the test data for competing objectively.
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FIGURE 73.   Compare to figure69 on page69. Here an average over 60 consecutive transformations of the speech
segment (figure72) with 2048 sample blocks and over 480 transform with 256 sample blocks is computed.
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we are subject to computational constraints - could be the DWT with the Daubechies8 filter.
But there are still a lot of other transformations to examine.

Using the same scenario we compare the WLT and the WPT with the DWT in figure74. For all
three transforms first the Daubechies8 and then the Vaidyanathan24 filter are the somewhat

arbitrary choices. In table8 the graphical results are again underpinned by evaluating how
much of the signal power the highest coefficients contain. We can state immediately that the
wave packet transform - using the same filter - clearly outperforms all other transforms. This is
not surprising since the WPT computes a library of transform bases that contains both - the
basis of the DWT and the basis of the WLT. In regard to computational complexity the WPT

transform 5% 10% 20% 30% 50% CPU

none 39.14   27.61 56.30   44.57 75.52   65.95 85.88   78.64 95.69   92.91 140

DWT Haar2 (0) 68.55   59.12 82.98   76.19 93.14   89.26 96.77   94.34 99.22   98.47 373

DWT Daub4 (0) 73.25   63.59 86.58   79.98 95.08   91.66 97.78   95.79 99.59   98.90 471

DWT Daub8 (0) 75.49   66.31 88.11   82.04 95.72   92.57 98.07   96.22 99.55   99.01 533

DWT Daub20 (0) 76.42   67.14 88.71   82.61 96.03   92.82 98.23   96.43 99.59   99.08 2485

DWT Vaid24 (0) 76.63   67.74 89.02   83.00 96.12   92.88 98.26   96.40 99.60   99.07 2888

TABLE 7. The percentile amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50% coefficients per block for the DWT transform with various filters. The first number
results for a transform block length of 2048 samples taking 60 single transformations for the sample
signal. Doing the same in 480 transformations with smaller 256 sample blocks yields into the second
given value. The relative CPU costs are a coarse indication of the transforms complexity.

FIGURE 74.   The same scenario as in figure73 on page74. The discrete wavelet transform, the wave level transform
and the wave packet transform are compared using the Daubechies8 (top) and the Vaidyanathan24 filter (bottom).

DWT Daub8 (0)
DWT Daub8 (0)

DWT Vaid24 (0)

1000 50 150 250200

0.01

0.0

0.02

1000 50 150 250200

0.01

0.0

0.02

WLT Daub8 (0)

WPT Daub8 (0.001)

WLT Vaid24 (0)

WPT Vaid24 (0.001)

WLT Daub8 (0)

WPT Daub8 (0.001)

0.01

0.0

0.02

1000   0  500 1500 2000

0.01

0.0

0.02

1000   0  500 1500 2000

DWT Vaid24 (0)

WLT Vaid24 (0)

WPT Vaid24 (0.001)



76

Competing objectively

and the WLT are almost equivalent - at least for the case where the WLT does a full decomposi-
tion of the sample block down to the bottom most level. This is because then the wave level
transform computes exactly the same amount of transform coefficients. Whereas the computa-
tional overhead for the best basis search is comparatively small, the performance is way better
when using a best base instead of a fixed subband base.
Nevertheless the wave packet transform is neglected in the following considerations. This is
due to the fact that the information about the actual chosen wave packet basis has to accompany
the kept coefficients. This unavoidable overhead of information takes away the practical use of
the WPT for compression purposes. The competing wave level transform for instance definitely
outperforms the wave packet transform in respect to compression, when the amount of bits
needed to specify the wave packet bases is invested into keeping a higher percentage of trans-
form coefficients instead.

The expectation of the author - based on experimental knowledge - was that the WLT would
always outperform the DWT. This holds true for the transforms of the 256 sample block, but for
the transform of 2048 sample blocks the opposite is the case. In some situations the
‘WLT Daub8(0)’ turns out to be even worse than the simple ‘DWT Daub4(0)’. We suspect
that the full decomposition of the sample block down to the bottom most level may not always
be the best choice. In figure75 we investigate the behaviour of the WLT for different depths of

transform 5% 10% 20% 30% 50% CPU

DWT Daub8 (0) 75.49   66.31 88.11   82.04 95.72   92.57 98.07   96.22 99.55   99.01 533

WLT Daub8 (0) 74.01   70.85 85.74   85.03 94.02   94.01 97.09   97.05 99.30   99.29 1758

WPT Daub8 (0.001) 79.35   72.27 90.13   86.47 96.63   95.16 98.65   97.91 99.81   99.67 2373

DWT Vaid24 (0) 76.63   67.74 89.02   83.00 96.12   92.88 98.26   96.40 99.60   99.07 2888

WLT Vaid24 (0) 77.71   74.35 88.07   87.23 95.28   95.15 97.79   97.69 99.49   99.45 14743

WPT Vaid24 (0.001) 83.21   71.93 92.48   87.18 97.57   95.83 99.05   98.29 99.86   99.74 15448

TABLE 8. The procentual amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50%  coefficients per block for the discrete wavelet transform, the wave level transform and
the wave packet transform using the Daubechies8 and the Vaidyanathan24 filter. Compare to table7
on page75.

FIGURE 75.   The same scenario again. Here wave level transforms with the Daubechies8 filter are compared at
differ ent decomposition depths
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decomposition. Our assumptions are immediately confirmed. For the transform with large sam-

ple blocks the ‘WLT Daub8(0)’ has actually the worst results. The ‘WLT Daub8(6)’ would be
a much better choice that furthermore needs less than half the computation time. The plot on
the right tells us that for the transform with small sample blocks the ‘WLT Daub8(0)’ is
already almost the best choice. For a more exact performance verification of the individual
WLTs at different decomposition depths see table9 on page77.
Once the decision about the used filter is made both the DWT and the WLT have one degree of
freedom left - the decomposition depth. Different decomposition depths result into different
transform bases. Thus the DWT and the WLT can also be seen as a library of bases, although
this library is very small. For sample blocks of length  each of the transforms offers  trans-
form bases to choose from. We could turn the discrete wavelet transform (DWT) into a best dis-
crete wavelet transform (BDWT) and the wave level transform (WLT) into a best wave level
transform (BWLT) by applying the best basis algorithm of the WPT to their small libraries of
bases. In figure76 we have done this for the WLT. The exact results can be obtained in table10.

The performance of the BWLT is at least as good as the best possible WLT transform using a
fixed decomposition level. The big advantage is that one does not have to worry whether the
chosen decomposition level is suitable. The best level search takes care that a level is chosen
that (almost) maximizes the performance of the WLT. The increase in computational effort is
acceptable and can even be reduced because of the following observations. In table11 we sum-
marized some other results of the best level search. For the above scenario we counted the num-
ber of times each decomposition level was declared to be the best in respect to the used
threshold for the cost function. The result is unmistakable and has been verified by using differ-
ent filters and various transform block lengths. The decomposition depths 9, 10 and 11 have
been a seldom choice of the best level search. The same measurements have been taken using
the Vaidyanathan24 filter. They are listed in table12 and show the same characteristics. A

transform 5% 10% 20% 30% 50% CPU

WLT Daub8 (0) 74.01   70.86 85.74   85.03 94.02   94.01 97.09   97.05 99.30   99.29 1758

WLT Daub8 (1) 75.89   69.74 87.07   84.64 94.69   93.95 97.46   97.07 99.40   99.31 1556

WLT Daub8 (2) 77.72   68.57 88.46   84.17 95.41   93.92 97.86   97.09 99.51   99.34 1357

WLT Daub8 (3) 79.38   68.75 89.97   84.51 96.29   94.29 98.32   97.35 99.63   99.42 1192

WLT Daub8 (4) 79.58   68.49 90.39   84.73 96.58   94.38 98.49   97.41 99.67   99.44 962

WLT Daub8 (5) 77.87   65.20 89.97   82.55 96.62   93.45 98.55   96.97 99.70   99.33 766

WLT Daub8 (6) 77.91  53.41 90.17   75.10 96.77   91.23 98.63   95.88 99.72   99.04 617

WLT Daub8 (7) 77.76  40.03 89.99   60.75 96.76   82.48 98.63   92.06 99.71   98.39 532

TABLE 9. The procentual amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50%  coefficients per block for WLT at differ ent decomposition depths (compare to table7).

transform 5% 10% 20% 30% 50% CPU

BWLT Daub8 (.0005)77.92   67.60 90.16   83.94 96.79   94.15 98.64   97.36 99.72   99.45 2096

BWLT Daub8 (.001) 78.18   68.08 90.27   84.38 96.82   94.42 98.66   97.46 99.73   99.47 2096

BWLT Daub8 (.005) 79.18   70.76 90.69   85.84 96.91   94.76 98.67   97.60 99.72   99.46 2096

TABLE 10. The percentile amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50% coefficients per block using the best wave level transform with a best basis search over
all decomposition levels.

2
n

n
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direct and useful result of these observations is to stop the BWLT algorithm after reaching the
8th decomposition level or even earlier. In table13 the results are shown that were obtained
with the best wave level transform decomposing only the first five levels. The decrease in per-
formance is minimal and is confined to the 5%, 10% and 20% case. The achieved reduction in
computational complexity on the other hand is significant.
The advantage we draw from the fact that the bottom most decomposition levels do not yield
into suitable transform bases is the reduced computational effort. This statement is already
pretty satisfying, nevertheless we want to spend some thoughts on the reason why it is like that.
As we learned earlier, basis vectors from the bottom of the decomposition tree have a good
localization in frequency but are little localized in time, whereas the basis vectors after only a

transform 1 2 3 4 5 6 7 8 9 10 11

 BWLT Daub8 (.0005)  0     3   0   22   3   62  19 100  18 114   13  61   4   55   2   63   0   ---   1   ---   0   ---

 BWLT Daub8 (.001)   0     0   0   23   4   61  20 108  25  94   3    65   6   60   2   69   0   ---   0   ---   0   ---

 BWLT Daub8 (.005)   0     1   0    4   3   44  18  87  16  76   11  63   5   91   5  115   1   ---   0   ---   1   ---

TABLE 11. The number of times each decomposition level was chosen by the best basis search
algorithm of the best wave level transform. The left number corresponds to the 60 transforms with a
block length of 2048 and the right number corresponds to the 480 transforms with 256 samples.

transform 1 2 3 4 5 6 7 8 9 10 11

 BWLT Vaid24 (.0005)  0     3   0   39   8   85  15  84  16  77  17  63   2   64   1   69   0   ---   1   ---   0   ---

 BWLT Vaid24 (.001)   0     0   0   22   6   77  18  78  23  90   9   58   2   70   1   80   0   ---   0   ---   1   ---

 BWLT Vaid24 (.005)   0     1   0    6   3   50  17  66  18  59  10  70   7   80   3  148   0   ---   0   ---   2   ---

TABLE 12. The same measurements of the best basis search algorithm for the best wave level
transform as in table11 using the Vaidyanathan24 instead of the Daubechies8 filter.

transform 5% 10% 20% 30% 50% CPU

BWLT Daub8 (.0005)77.79   66.97 90.11   83.71 96.79   94.09 98.64   97.34 99.72   99.45 1217

BWLT Daub8 (.001) 77.89   66.92 90.17   83.85 96.81   94.27 98.65   97.42 99.72   99.47 1217

BWLT Daub8 (.005) 78.04   68.82 90.23   84.98 96.86   94.58 98.67   97.54 99.72   99.47 1217

TABLE 13. The procentual amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50%  coefficients per block using the best wave level transform with a best basis search that
is restricted to the five first decomposition levels.

FIGURE 76.   The wave level transform extended by a best basis algorithm over all possible decomposition depths is
compared to wave level transforms at fixed decomposition levels.
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FIGURE 77.   On the left basis vectors from the 11th
(top), from the 9th, from the 7th and from the 5th (bottom) decomposition level of a wave level transform are
illustrated with the corresponding frequency response illustrated on the right.
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few iterations of decomposition are less frequency localized for the benefit of a good time
localization. To make this more clear we have illustrated the time localization and the fre-
quency localization of several basis vectors from the Daubechies8 wave level transform in
figure77 on page79. Calculated on a 2048 sample block these are starting from the top a basis
vector of the - bottom most - eleventh decomposition level, one of the ninth, one of the seventh
and the last one of the fifth. The difference in time location between the basis vector from the
eleventh and the basis vector from the fifth decomposition level is obvious. Having in mind the
shape of an average speech signal as it is depicted in figure66 on page67 it is intuitively under-
standable that time localized basis vectors are more suited to represent speech signals than the
non time localized ones.
Later - when we investigate the performance of the Fourier transform in respect to compression
of speech signals - our conclusion will be validated. The basis vectors of the Fourier transform
have no time localization at all. Nevertheless the Fourier transform will yield into a good
decomposition of the speech signal when the transform block length is small. Because then it is
the small block length which assures a sufficient time localization in regard to the complete sig-
nal. The same reason caused the good performance of the WLT using the bottom most decom-
position level for the transform block length of 256 samples. Even though the basis vectors
were not time localized within the transform interval, in respect to the speech signal their time
range was limited to the transform block length.

Traditionally the Fourier transform has either been simply an efficient tool for accomplishing
certain common manipulations of data or been of intrinsic interest itself (or the related fre-
quency spectrum). Using the Fourier transform for a layered audio compression scheme we
combine these two usages. The audio data is manipulated in the Fourier domain in awareness of
the related frequency spectrum.
The next step is to carry out the same measurements which we have done for the various wave-
let transforms with the FFT (and for the sake of completeness with the DCT). The performance

of the FFT - illustrated in figure78 - is more or less like we predicted earlier. For the large
transform block of 2048 samples a representation of the signal through just a few of the highest
FFT transform coefficients does not seem to be efficient. A surprise is the excellent result for
the 256 sample block case. In concentrating the power of the signal within a small number of

FIGURE 78.   The absolute values of the transform coefficients - averaged over many consecutive transformations -
of the FFT, the WLT Daub8 (0) and the BWLT Daub8 (0.005) are plotted in decreasing order.
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coefficients the FFT easily outperforms the WLT. The exact results are given in table14

together with some earlier taken measurements. The FFT on small transform block performs
way better than all the variations of wavelet transforms we have investigated so far. In particular
we can observe that the FFT captures already very much signal information within the highest
5% or 10% of the transform coefficients. This leads to the assumption that the FFT may be well
suited for extremely high compression rates. Later we will introduce an FFT based encoding
scheme that confirms this assumption. The only competing transform is the WPT or the WLT
using the Vaidyanathan24 filter. But this transform uses more than twenty times the computa-
tion time of the FFT. As an example, even the most efficient implementation of the WLT algo-
rithm has not been fast enough to transform 8kHz sampled speech in real-time on a SUN sparc
station 10 with the Vaidyanathan24 filter.
To be complete the performance of the discrete cosine transform (DCT) was included in
table14 on page81. The discrete cosine transform is said to outperform the fast Fourier trans-
form in terms of speech compression [42]. The results for the transform of 256 sample blocks
verify this statement. The basis vectors of the DCT have - like the FFT basis vectors - abso-
lutely no time localization within the transform interval. This explains the similar behaviour of
DCT and FFT in regard to the transform block length.

4   Competing subjectively
The measurements taken so far resulted in a lot of different numbers and a couple of nice
graphics. How steep the decline of a plotted graph was and how precise the statements about
the capture of signal power have been, can at most impress our eyes and our brain - not our
ears. Even though all numerical results forcible suggest that especially transform X will per-
form outstanding, the human ear - little impressed - may favor transform Y with the not very
scientific proof: it simply sounds better.
The amount of signal power that is captured by a certain number of coefficients in respect to the
chosen transform basis is definitely a rational criteria to judge about the remaining amount of
signal information. But it gives no evidence about the importance of the lost information for the
audible quality of the signal. The best way to prove our theoretical considerations is to use our
ears - or better the ears of a number of listeners - as a jury.

transform 5% 10% 20% 30% 50% CPU

WLT Daub8 (0) 74.01   70.86 85.74   85.03 94.02   94.01 97.09   97.05 99.30   99.29 1758

BWLT Daub8 (.005) 79.18   70.76 90.69   85.84 96.91   94.76 98.67   97.60 99.72   99.46 2096

FFT 79.35   75.28 89.08   87.86 96.70   95.44 97.99   97.81 99.54   99.47 617

DCT 79.08   75.88 89.01   88.38 95.70   95.75 98.00   98.03 99.55   99.56 1348

TABLE 14. The percentile amount of the total signal power contained in the highest 5%, 10%, 20%,
30% and 50% coefficients per block. The results for FFT and for the DCT are compared with earlier
measurements
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The author wrote a
small audio tool that
allows to perform
all transforms we
dealt with either to a
prerecorded or to
real-time audio sig-
nal. We give a brief
introduction to the
possibilities offered
by the tool and dis-
cuss the auditory
results subse-
quently.

In figure79 the
user interface of this
tool called WAV is
shown. The input-
buttons (1) deter-
mine whether the
audio samples are
read from a file or
taken from the
audio device. Only
files containing an
audio signal in 8 bit
µlaw PCM sampled
at 8kHz can be
played back. The control elements below for configuring the audio device are self-describing.
Thesample number-slider (2) allows to choose the number of samples that make one transform
block. It is a constraint of all possible transforms that the block size is a power of two. The
compression-button (3) activates and deactivates the transform and the compression of the
audio signal. The buttons (4) + (5) determine together with the slider (6) and the button bar (7)
the performed transform. Either a wavelet transform (DWT), a wave level transform (WLT) or a
wave packet transform (WPT) decompose each transform block using the number of decompo-
sition levels as determined by the slider (6). The number in brackets informs about the possible
decomposition depth. If a higher level of decomposition is chosen the transform is done down
to the bottom most level. Selecting thebest base-button (5) activates the best basis search for
each transform. The QMF filter for the three transforms DWT, WLT and WPT is chosen on the
button bar (7). Choosing either FFT or DCT makes all other settings insignificant. In this case
either the fast Fourier transform or the discrete cosine transform is performed.
Unless some of the transform coefficients are discarded none of the transforms will alter the
output signal. What we call compression is (up to now) nothing but discarding of coefficients.
The compression-sliders (8) + (9) allow position independent and the button bar beneath (10)
allows position dependent discarding of coefficients. Thethreshold compression (8) discards all
coefficients below a certain threshold which results in a varying compression rate. Theabsolute
compression (9) discards a constant percentage of the lowest coefficients. With the button bar
(10) the user is able to experience how position dependent discarding of coefficients affects the
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FIGURE 79.   the user interface of WAV
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output signal. The 16 buttons together correspond to the complete transform block. Activating
the first button on the left will set one sixteenth of the transform coefficients to zero. In order to
use this kind of compression in a meaningful way, it is necessary to know how the transform
coefficients are arranged within the transform interval. When a signal is compressed its recon-
struction from the remaining transform coefficients differs from the original signal. In the top
right corner of the user interface the error label (11) gives a coarse measurement of a mean
error history. We calculate the mean error with

where  is the number of samples, the -th coefficient of the original sample vector and
the -th coefficient of the reconstructed vector. Since this value varies too quickly with every
other transformation, we rather display an error value that is an average over the history of the
mean error with

The error label (11) shows the value  multiplied with a scaling factor of 100.

The two big buttons (12) + (13) open two separate windows. Thesignal viewer (12) is a small
strip chart for a real-time visualization of either the signal coefficients - button (2) deactivated -
or the transform coefficients - button (2) activated. In figure80 two screen shots of the signal

viewer are shown. It should be noted that the strip chart depicts only absolute values. Thebase
viewer (13) is of relevance for the wave packet transform. On one hand it allows to illustrate the
wave packet bases that are result of the best bases search. On the other hand it is the means for
explicitly selecting a certain basis for a wave packet transform and use it as fixed basis. See
figure81 on page84 for an example screen shot. The same illustration with rectangles was
already used when the wavelet theory was introduced, see “The wave packet transform” on
page58The two top rectangles correspond to the first decomposition level and from the top to
the bottom seven decomposition levels are shown. The coefficients of the eight decomposition
level are used when none of the above levels was selected. With simply clicking on the appro-
priate rectangles the user can compose an arbitrary basis for the wave packet transform. The
library of bases of the wave packet transform includes the transform basis of both the wavelet
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FIGURE 80.   The signal viewer shows the coefficients of a Daubechies8 wavelet transform with 50%
absolute compression (a) without and (b) with activated sort option.
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transform and the wave level transform. The selected basis of figure82 corresponds to a wave-
let basis at the sixth decomposition level. Using this selection as a fixed basis for the wave
packet transform calculates exactly the same transform as a simple wavelet transform down to
the sixth decomposition level. A wave level transform is calculated when a complete row of

rectangles in the base viewer window is activated. In respect to computational complexity these
simulations are much more expensive than the original transform algorithms.
When wave packet transforms are performed in the best base mode, the buttons (1) + (2) allow
to keep track on the best base choice. Pressing thenow-button (1) captures and displays the
chosen basis of the last wave packet transform. With thehistory-button (2) the frequency each
of the rectangle components was chosen to belong to the best basis is illustrated. According to
the number of times recently used the rectangle is colored in different red shades (see

figure83). This will allow statements about bases that are a preferred choice from the library of
wave packet bases. The clear button (3) resets the state of the base viewer - all rectangles are
deactivated.

The auditory results fulfilled the expectations we had after the investigations about the capture
of signal power, but were also surprising in some points. It is very difficult to make any state-
ments about the quality of the audio signal in the self hear mode. The test persons - who simul-

FIGURE 81.   The base viewer used to select a certain basis from the wave packet library of bases. This decompo-
sition has eight levels. The bottom most level is not shown, but is always used when no higher level was selected.

FIGURE 82.   The base viewer used to select the wavelet basis at the sixth decomposition level.
1 2 3

FIGURE 83.   The base viewer illustrates the frequency with which a rectangle was chosen to belong to the best basis.
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taneously heard their own voice and the compressed signal reconstruction via the headphones -
always overestimated the intelligibility of the audio signal. Therefore we used a prerecorded
speech sample of the authors voice and taped the results from applying various transforms with
different absolute compression rates. In the test scenario each of the resulting audio files was
played back several times to give the listening test persons time to compare the different trans-
forms. The competing transforms were judged in three independent runs at three different com-
pression ratios.
As a rule over the thumb it can be said that the transforms that capture more signal power
within the highest coefficients result in better signal reconstructions. But in most cases - espe-
cially when these difference is small - the improvement was not noticeable. The best wave
packet transform for instance did not perform better than the wave level transform. To make
this more immediate we tried the following: After using the best wave packet transform for a
short moment an arbitrary best basis was captured and retained for consecutive transforms. In
most cases there was no audible decrease in audio quality. The discrete wavelet transform pro-
duced for all compression ratios unmistakable the worst results of all tested transforms. For the
remaining wave level and wave packet transforms the result was - in respect to computational
constraints - very promising. Even though the objective comparison before predicted better
results for longer quadrature mirror filters (which enormously increase the computational com-
plexity), the auditory experiments did not verify this. The Daubechies8 filter performed quite
well and even the long Vaidyanathan24 filter, which is said to be optimized for speech compres-
sion [48], had almost never evidently better results. Anyhow, with a computational complexity
that - for an average work station - does not allow its calculation in real-time the
Vaidyanathan24 filter is of no practical use for our audio codec. In table15 the results of the
auditory test series are briefly summarized. The length of the transform block was 256 sample

values.

As a first conclusion of the obtained results we will now concentrate on two transforms: the
wave level transform with the Daubechies8 filter and the FFT transform. With the Daubechies8
filter the WLT offers a fairly good compression while the computational effort remains accept-

a. subjective judgement of quality by the test persons

transform % qualitya intelligible description

DWT Daub8 (0) 50      ++       yes slight scratching

20       -     hardly scratching, hissing, hollow

5      ---        no noisy

WLT Daub8 (0) 50     +++       yes perfect

20      ++       yes hissing, some bell like sounds

5       -     almost scratching, hissing, some bell like sounds, hollow

BWPT Daub8 (0.005) 50     +++       yes perfect

20      ++       yes like WLT Daub8 (0)

5       -     almost like WLT Daub8 (0)

FFT 50     +++       yes perfect

20       +       yes many bell like sounds

5       0       yes strong bell like sounds, hollow

TABLE 15. The quality of the reconstructed audio signal after discarding all but 50%, 20% and 5%
of the coefficients for certain transforms. The same measurements with the Vaidyanathan24 filter
were slightly better for the DWT and almost identical for the WLT and the BWPT.
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able. The FFT is interesting because it seems to be extremely well suited to allow intelligible
signals at very high compression rates.

5   Compressing the transform coefficients
We were talking about compression ratios although we actually talked about the percentage of
not discarded transform coefficients. In this section we learn about this difference and about the
difficulties involved in achieving a real compression. The real compression ratio [47] for a
block of audio samples is calculated with:

For our experiments the used audio samples are 8 bitµlaw PCM values which are simply stored
one after one in a block of audio samples. In this case the number of bits needed to store the
uncompressed block of audio samples is .
In order to have a uniform scaled representation of the audio signal the 8 bitµlaw PCM audio
samples are transformed linear into floating point values between -1.0 and 1.0. Applying one of
the introduced transforms towards a block of  audio samples yields into a block of trans-
form coefficients in floating point representation. A certain amount of these transform coeffi-
cients is discarded. Now the value of the remaining coefficients and their position within the
block needs to be stored with less than bits. With the idea of a layered encoding in mind this
storage should furthermore allow to separate the encoding into pieces of different priority.

Efficient coding of the coefficient positions.For each of the kept coefficients the position has
to be transmitted along with the value. For a block of  transform coefficients there are two
ways to do this:

1. A bit field of  bits informs which coefficients are kept and which coefficient were dis-
carded. It is immediate that the coefficients have to be arranged in the same order as the set
bits in the bit field. This approach always uses the same amount of bits for positioning
regardless from the number of kept coefficients. Thus it is inefficient when the number of
kept coefficients is very small. For a layered encoding scheme each layer needs its own bit
field of length .

2. Specifying the position of a coefficient within a block of  transform coefficients can be
done with  bits per coefficient. For large block sizes this approach is only attractive if
the number of coefficients is very small. It is a big advantage that the storage order of the
coefficients remains a free choice. This makes it possible to store the coefficients sorted by
their value - a chance for further compression as we will see later. There is no extra informa-
tion needed for layered encoding schemes.

Efficient coding of the coefficient values.Storing the transform coefficients in their present
representation as float values will definitely not result in any compression. The two possibilities
for a more compact storage of these values are described here. The coefficients that are subject
to transmission are a certain amount of those with the highest absolute value. Therefore both
approaches start with an array that contains the absolute value of the coefficients while the sign
is stored somewhere else. For layered codecs the described procedure is applied to the coeffi-
cients of each layer separately.

ρ

ρ number of bits needed to store the compressed block of audiosamples
number of bits needed to store the uncompressed block ofaudio samples
-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------=

n 8n

n n

8n

n

n

n

n
n2log
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1. Suppose  is the biggest and  the smallest value in the array of coefficients. The
straight forward approach is to map the range  linear onto an integer num-
ber  of  bits. Then for some coefficient  this mapping is calculated with:

Of course the offset values  and  or  and  have to be kept as well. Extend-
ing the integer number by a proceeding bit allows to specify the sign of the respective coeffi-
cient. In case the coefficient was negative we simply add  to the number .
The following small example shows that the linear quantization of transform coefficients
into an -bit integer number yields into a poor exploitation of the  possible code words.
Top left in figure84 the sorted coefficients of an averaged WLT for a transform block length

of 256 samples are shown. Applying the introduced method of linear quantization with 6 bits
towards the highest 50% of the coefficients distributes the 128 quantized values rather irreg-
ular over the 64 possible code words. The graph in the bottom left of figure84 illustrates this
distribution. In the right picture this distribution is more uniform. It is much closer to the
ideal distribution that is denoted by the dotted line in both graphics. Here we used a logarith-
mic quantization to map the coefficients onto the integer numbers.
Let  contain the natural logarithm of the highest coefficient and consequently be
the natural logarithm of the lowest coefficient from all that are subject to quantization. With

 each coefficient  is mapped onto an integer number  of  bits using

max min
dif max min–=

i b c

i
c min–

dif
------------------2

b
=

min dif min max

2
b 1+

i

b 2
n

FIGURE 84.   The plot on the left hand side shows
the coefficients of a wave level transform sorted in
descending order of absolute value. Their values
have been averaged over 480 transforms with a
block size of 256 samples. The two graphics below
show the distribution of the highest 128 transform
coefficients after mapping them onto 6-bit integer
numbers from 0 to 63 using linear (left) and
logarithmic (right) quantization.
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the formula

Is is immediate that again the offset values  and  or  and  are necessary for
the inverse calculation. To record the sign of each coefficient the same method as before may
be used.
When the quantized transform coefficients are arranged in a sorted order transmitting only
the small difference between two consecutive values can decrease the needed bit rate. Three
bits per coefficient would be enough for our example since the biggest variation between two
successive numbers is seven.

2. This method introduced here depends on
the approach used to specify the coeffi-
cient positions. It only works with the
coefficient values arranged in a sorted
order. Thus the bit field approach for posi-
tioning is out of the question.
The idea is to approximate the slope of the
graph of the sorted transform coefficients.
Using some interpolating functions that
describe the curve drawn by the coeffi-
cients in sorted order is one possibility.
We instead exploit the already quantized
and sorted array of transform coefficients.
Selecting a number of representative
points of support reduces the amount of
storage data enormously. In figure85 on
page88 a very coarse approximation with
four supporting point is illustrated. The
points are chosen at fixed positions at 10%, 20%, 40% and 70% of the interval length start-
ing at zero. The highest (at 0%) and lowest (at 100%) coefficient can always be recon-
structed from the offset values. Fixed positions for the supporting points do not always give
the best results. In the example we reach a better approximation if the first interpolating
point would be at 5% and not at 10%. A more sophisticated approach would flexible adapt
the actual positions of these points to the signal so that the approximation error is mini-
mized. This is subject of further investigation.

6   The new audio codecs
Here we finally present three audio codecs that are result of our investigations. All three audio
encoders have been implemented and perform extraordinary well in real-time on audio signals
sampled at 8kHz. Our research group is presently applying these coders towards high-quality
audio with sampling rates up to 32kHz.

6.1   One layer wave compression

This audio codec is completely independent from the chosen transform basis. However, with
the given computational constraints it looses real-time capability on a SUN sparc station 10 if

i
c( )ln min–
dif

----------------------------2
b

=

min dif min max

FIGURE 85.   After quantizing the highest 128 transform
coefficients logarithmic onto 6-bit integer numbers from
0 to 63 the resulting graph is interpolated with four
supporting points. These are at fixed positions at 10%,
20%, 40% and 70% of the interval length.
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the length of the quadrature mirror filter for a WLT exceeds 12. Together with either a WLT
using the Daubechies8 filter at eight decomposition levels or a simple FFT the coder seems to
perform at its best. For the WLT this performance is independent from the transform block size,
while the results for the FFT get worse for transforms with more than 512 samples (at a 8kHz
sampling rate).
The audio codec provides an audio stream at a flexible bit rate ranging from 64 kbps down to
less than 6 kbps. It exploits a combination of these three ideas:

1. For specifying the coefficient positions the bit field approach is used.

2. A free eligible percentage of the highest coefficients is logarithmically quantized into an
integer number with a selectable number of bits.

3. Position dependent discarding of coeffi-
cients is offered. Then less bits are neces-
sary to specify the positions. For high
compression ratios it makes sense to omit
the high frequencies components of the
audio signal. Then the highest valued
coefficients are not selected out of all
coefficients (range 0) from the transform
block but of those from the left half (range
1) or even only from the left most quarter
(range 2) of the transform coefficient
array as described in figure86 on page89.
This is because for all wavelet transforms
the resulting coefficients are arranged in
the array in a way that more left ones
address lower frequency components and
more right ones address higher frequency
components of the signal.

The audio coder offers three ways to vary the bit rate:

• the percentage of kept coefficients

• the number of bits for storing each coefficient

• the range the coefficients are selected from.

In table16 some example calculations with different parameters are listed.

% b r quantized coefficients offset values position field total ρ bit rate

50 5 0 256 * (5+1) = 1536 bits 2 * 8 = 16 bits 512 bits 2064 bits 0.504 32.25 kbps

30 5 0 154 * (5+1) = 924 bits 2 * 8 = 16 bits 512 bits 1452 bits 0.354 22.69 kbps

30 3 0 154 * (3+1) = 616 bits 2 * 8 = 16 bits 512 bits 1144 bits 0.279 17.86 kbps

20 3 0 102 * (3+1) = 408 bits 2 * 8 = 16 bits 512 bits 936 bits 0.229 14.63 kbps

20 3 1 102 * (3+1) = 408 bits 2 * 8 = 16 bits 256 bits 680 bits 0.166 10.63 kbps

TABLE 16. When coding audio signals in blocks of 512 samples the following bit rates are achieved
by varying the percentage (%) of kept coefficients, the number of bits (b) for storing each coefficient
and the range (r) the coefficients are selected from. The reference for the compression ratioρ are 8bit
µlaw PCM values with a bit rate of 64 kbps.

FIGURE 86.   A WLT transform using the Daubechies8
filter and 8 decomposition levels of an array of 256 audio
samples. The range factor determines the section where
the highest valued coefficients are chosen from.
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6.2   Multi layer wave compression

Here we present a layered audio encoding scheme with three layers. However, two, four, five or
more layers can be realized in the same manner. Again the coder is independent from the cho-
sen transform basis.
A possible approach is to have the bottom most layer containing the highest 10%, the second
layer the next highest 20% and the last layer another 20% of the coefficients. The exact percent-
ages are not of immediate interest here and could be arranged to yield the quality layering intel-
ligible/good/perfect. Each layer is organized in the same way. The position of every coefficient
is specified with  bits where  is the transform block length. An extra bit indicates the
sign of each coefficient. The used approach for positioning allows us to arrange the absolute
values of the coefficients in decreasing order. As before logarithmic quantization is used to map
the values onto an integer number of  bits. Since the coefficients are in sorted order interpola-
tion can be used to reduce the amount of storage data. In figure87 on page91 the method of
quantizing and interpolation is shown for two layers. The original sorted transform coefficients
and their segmentation into three layers are illustrated in the upper graph. The the first two lay-
ers are quantized separately into 3-bit integer numbers. The somewhat arbitrary approximation
with four supporting points makes it clear that the interpolation method yields into more accu-
rate results than absolute quantizing. This is because linear interpolation brings back all the
intermediate value steps between the fixed number of quantization levels.

Some calculations about the bit rate which was achieved using this encoding scheme are pre-
sented in table17. Compared to the one layer approach we need less bits for quantizing of the
coefficients. The reason is that the complete value range of the highest 50% of the coefficients
is divided in three section of which each is quantized separately with its own offset values.
Although the resulting bit rates of this encoder are not as low as the rates of the codec intro-
duced before, it offers a very nice property. The codification of layer 0 is the most important
part of the encoding. Adding layer 1 and furthermore layer 2 increases the quality of the audio
signal but in worst case situations a signal reconstructed using only layer 0 is acceptable. For

10 3 1 51* (3+1) = 204 bits 2 * 8 = 16 bits 256 bits 476 bits 0.116 7.44 kbps

10 3 2 51* (3+1) = 204 bits 2 * 8 = 16 bits 128 bits 348 bits 0.085 5.44 kbps

layer % b i supporting points offset values sign positions total

0 10 3 2 8 * 3 = 24 bits 2 * 8 = 16 bits 51 bits 51 * 9 = 459 bits 550 bits

1 20 2 2 8 * 2 = 16 bits 2 * 8 = 16 bits 102 bits 102 * 9 = 918 bits 1052 bits

2 20 2 2 8 * 2 = 16 bits 2 * 8 = 16 bits 102 bits 102 * 9 = 918 bits 1052 bits

compression ratioρ  0.648 bit rate  41.47 kbps 2654 bits

TABLE 17. For a block of 512 audio samples encoded with three layers the resulting bit rate is
calculated. For each layer the percentage (%) of kept coefficients, the number of bits (b) for storing
each supporting point and an interpolation factor (i) are eligible. The interpolation factor 0 means no
interpolation, then all quantized coefficients are kept. A factor 1 corresponds to an approximation
with 16 supporting points, with factor 2 only 8 points are used and for factor 3 the interpolation is
done with 4 points.

% b r quantized coefficients offset values position field total ρ bit rate

TABLE 16. When coding audio signals in blocks of 512 samples the following bit rates are achieved
by varying the percentage (%) of kept coefficients, the number of bits (b) for storing each coefficient
and the range (r) the coefficients are selected from. The reference for the compression ratioρ are 8bit
µlaw PCM values with a bit rate of 64 kbps.

n2log n

b
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FIGURE 87.   The already well known plot on the
left hand side shows the coefficients of a wave level
transform sorted in descending order of absolute
value. Below is a zoom of the highest 10% and a
zoom of the next highest 20% of the coefficients
with their corr esponding map onto a 3-bit integer
number. The quantized values are interpolated
with four supporting points.
The way the logarithmic mapping from transform
coefficients onto integer numbers is calculated in
thr ee steps is shown beneath.
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lossy data transmission this yields to an almost natural approach that protects this layer with a
higher priority against loss than the remaining two layers.

6.3   High FFT compression

The convincing performance of this encoding scheme was a big surprise for all of us. Rainer
Storn of SIEMENS, whose dissertation was about various FFT algorithms, said he never heard
of an approach that used the fast Fourier transform the way we do it for audio compression. For
us it was surprising to see that such a simple and straight forward exploitation of a FFT algo-
rithm would perform that well. In general the same methods as before are used to compress the
transform coefficients that represent the audio signal. The difference is that we take advantage
of some special characteristic of the fast Fourier transform that allow further compression. We
first introduce this special characteristic and explain the codec later.
The discrete Fourier transform and its inverse from a vector  with  coefficients into a vector

 with as well  coefficients are defined as:

In our case the vector  represents the audio signal  sampled in regular time steps . For
a vector with  coefficients the length of the sample interval is  and  with

 for . Consequently computing the Fourier transform  of
results into the frequency representation of audio signal  sampled in regular frequency
steps . Then  with  for . The extreme
values of  correspond exactly to the Nyquist critical frequency range  to . If you are
really on the ball, you will have noticed that there are  and not  values of . It turns out
that the two extreme values of  are equal - this reduces the count to.
Up to now we have taken the view that the index  varies from  to . You can easily
see that the discrete Fourier transform is periodic in  with the period . Therefore

 and with this convention in mind, one generally lets the in  vary one
complete period from  to . Then the  of the ‘s and the  of the ‘s vary over the
same range. Following this convention the zero frequency corresponds to , positive fre-
quencies  correspond to the values , while negative frequencies

 correspond to . The value  corresponds to both
 and .

In all these definitions the ‘s and the ‘s are thought to be complex values. In the case of
audio signals the function  in the time domain happens to have a special symmetry. It is
purely real, meaning  for . In the frequency domain these sym-
metry leads to the properties ,  and  for

 [31]. Exploiting these characteristics a vector of  real numbers - even though
they are thought to be complex numbers to compute a complex-valued Fourier transform - is
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mapped onto another vector of only  real numbers. In figure88 these mapping is illustrated

with a small example.

For high audio compression the zero frequency  and the Nyquist frequency  are
omitted from the beginning. The contribution of the remaining frequencies  to  is
determined through the complex coefficients  to , whose real and imaginary com-
ponents are stored separately in the output array. Discarding transform coefficients the one
layer wave compression scheme together with the FFT transform did not take this relation into
account. There a coefficient was discarded according to his absolute value so that real compo-
nents could be omitted while corresponding imaginary parts remained and vice versa. Here we
compute the absolute value of each pair of real and imaginary coefficient and keep the highest
complex numbers. What we do is transforming the complex numbers  to  into the
polar representation with:

For both - the rectangular and the polar representation - the  complex coefficients are
stored in  real numbers. The profit we get from either keeping a complex coefficient com-
plete or discarding the real and the imaginary part concerns the positioning. Instead of distin-
guishing  real numbers it is enough to specify the position of  complex
coefficients which needs only half the amount of information.
The coder uses the bit field approach for positioning and quantizes the absolute values of the
kept complex coefficients - the amplitude - logarithmically into integer numbers of  bits. The
phase information of each coefficient is mapped linear onto an integer number of  bits. The

% a p r quantized amplitude offset quantized phase positions total ρ bit rate

25 4 4 0 64 * 4 = 256 bits 16 bits 64 * 4 = 256 bits 256 bits 784 bits 0.191 12.25 kbps

20 3 3 0 51 * 3 = 153 bits 16 bits 51 * 3 = 153 bits 256 bits 578 bits 0.141 9.03 kbps

TABLE 18. These calculation are based on encoding blocks of 512 audio samples. The percentage
(%) of kept coefficients (real and imaginary component count as one coefficient each), the number of
bits (a) for storing each amplitude, the number of bits (p) for storing the corresponding phase and the
range (r) the coefficients are selected from are the parameters to vary the bit rate.
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resulting compression ratios yields into audio streams at bit rates as low as are as high 3.28
kbps. In the next section we investigate the quality and the intelligibility of the audio signal at
these compression rates.

7   Auditory testing
In our experience the best test scenario for investigations about the distortion and intelligibility
of an audio signal compressed through the introduced methods is a full duplex point-to-point
communication. To compare the quality of different encoding schemes the play back of prere-
corded sound files is well suited. Especially to allow statements about the intelligibility at very
high compression ratios this approach fails when the test person has heard the audio samples
before.
This and the fact that our encoders were designed to work hand in hand with protection
schemes that make the audio stream robust against transmission errors were the motivation for
implementing WAU.

7.1   The Wave Audio Unit (WAU)

The Wave Audio Unit is an audio tool for full duplex point-to-point communication. It acts as
an experimental test-bed for both investigating the audio codecs introduced above and applying
different protection schemes towards them. Rather than explaining implementation details we
give an overview about the concepts and the design of the tool. The cooperation of the single

15 2 3 1 39 * 2 = 78 bits 16 bits 39 * 3 = 117 bits 128 bits 339 bits 0.083 5.30 kbps

10 2 3 1 26 * 2 = 52 bits 16 bits 26 * 3 = 78 bits 128 bits 274 bits 0.067 4.28 kbps

10 2 3 2 26 * 2 = 52 bits 16 bits 26 * 3 = 78 bits 64 bits 210 bits 0.051 3.28 kbps

% a p r quantized amplitude offset quantized phase positions total ρ bit rate

TABLE 18. These calculation are based on encoding blocks of 512 audio samples. The percentage
(%) of kept coefficients (real and imaginary component count as one coefficient each), the number of
bits (a) for storing each amplitude, the number of bits (p) for storing the corresponding phase and the
range (r) the coefficients are selected from are the parameters to vary the bit rate.
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components is depicted graphically in figure89. The user interface directly interacts with each
of the components according to the actions by the user. Other events are triggered on arrival of
data either at from the network or from the audio device.

Audio device to network: Arriving data at the audio device triggers an event that calls therecv
function of theaudioIO. The data is read into theoutdata object and in case enough data is
present theprotect function of theprotect object is called. Depending on the chosen protection
scheme thepack function of either theNOT, theRAT or thePET object is called. The respective
objects stand for different schemes of protection.NOT - the currently only already implemented
object - means no protection,RAT incorporates the approach from the MICE project andPET
applies the message striping scheme towards the encoding. The three objects use the function-
ality of the transform object to carry out the selected transform, compress this representation
according to the chosen degree and fill one packet (or more forPET) from theoutpack object
with the codification. With thesend command of thenetIO object the contents of theoutpack
object are transmitted over the network.

Network to audio device: When packets arrive from the network they are read by therecv
function of thenetIO object into theinpack object andunprotect is called. Theprotect object
detects the protection method and calls theunpack function of the corresponding object. The
packet is uncompressed and - using the methods of thetransform object - retransformed and
stored into theindata object. The final call of thesend function from theaudioIO object hands
the reconstructed audio signal over to the audio device.

The user interface of the Wave Audio
Unit - which is very similar to the one of
WAV - can be seen in figure90. The
number of various transformations was
reduced to those that make sense for
compression. The wave packet trans-
form for instance was omitted because
of the enormous amount of additional
information about the wave packet basis
which makes it inefficient for our com-
pression schemes. The remaining
adjustments offer the same possibilities
to select a transformation as in WAV.
The innovations are the protection con-
trol (1) and the net control (2). At this
point only the protection less NOT
option is available. Future releases will
offer the two protection schemes PET
and RAT as they were marked out
before. The straight forward design of
the net control allows unidirectional and
bidirectional network connections to
another host. The tool receives data on
the local port (3) and sends it to the
remote host (4). FIGURE 90.   the user interface of WAU
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The three different codecs that were
introduced in the sections before have
been implemented exactly as described
and are accessible via the options win-
dow of NOT (see figure91). Further-
more standard 8 bitµlaw PCM (1) and
an ADPCM coder (2) are offered to
allow quality comparisons. The naming
of the control panel corresponds to the
names used when the codecs were
described. For the high FFT compres-
sion (3) it may be noted that the leftbit-
slider determines the number of bits
used to quantize the amplitude, while
the rightbit-slider is for the number of
bits for the phase.
Some statistics are displayed at the bot-
tom of the window (4). These inform
about the time interval length and the
number of bytes in one packet, the
achieved bit rate and the time needed for
computation.

7.2   Auditory results

The quality evaluations were done between two SUN sparc 10 stations using head sets and
room microphones. A later release of the Wave Audio Unit does also includes a GSM and a
LPC coder at 13.2 kbps and 4.8 kbps bit rate respectively. This enabled the test persons to make
a direct comparison between some state of the art speech codecs and our new developed encod-
ings.

one layer compression. This encoder came up with the most impressing results. Together with
either the wave level transform using the Daubechies8 filter or the discrete cosine transform
there was no audible difference in quality at 32 kbps compared to ADPCM codec with the same
bit rate. The computational complexity which is roughly ten times higher is the price we have
to pay for the infinitely variable graduation in both bit rate and quality. Increasing reduction of
the encoders bit rate results in graceful degradation audio quality with an understandable signal
down to 5.44 kbps. In contrast to LPC where the encoded voice sounds like ‘Mickey Mouse‘ is
talking with our codec the speakers characteristic voice can be recognized even at high com-
pression ratios. The degradation of the signals quality is - especially for the WLT - very natural.
Noise and distortion is added in the same manner as in a walkie-talkie communication that
exceeds the maximal distance.

multi layer compression. At a bit rate of roughly 42 kbps this encoding yields into a transpar-
ent compression of a 8 bitµlaw PCM signal sampled at 8kHz. The big advantage are the three
independent layers that can be stored, protected and transmitted separately. Using only the bot-
tom most layer results in an already understandable audio signal at 8.59 kbps. When adding
layer 1 the necessary bandwidth increases to 25.03 kbps with a signal quality that is already

FIGURE 91.   The NOT options window
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fairly good. The used transformations were again the wave level transform with the
Daubechies8 filter and the fast Fourier transform.

high FFT compression. In respect to intelligible audio signals at lowest bit rates and smallest
computational complexity we were able to beat the LPC coder with 4.8 kbps. With almost the
same computational power our coder produces (sometimes rather hard) understandable audio
signals at 3.28 kbps. Increasing the bit rate to 4.28 kbps results into a throughout intelligible
voice signal with strange background noise. It was the test persons experience that the commu-
nication was better after the ear became used to this compression method. The distortion is eas-
ier to distinguish from the speech signal because of its abnormal nature. The ringing bell-like
background noise led a test person to say: ‘Hey, are you calling from outer space?‘.
Generally the LPC coder was the preferred choice - not for reasons of understandability, but
because of less disturbing noise. The LPC compressed signal sounds better was a common
statement. Nevertheless as soon as the bit rate for high FFT compression was increased to
5.30kbps and above the audio quality improved a lot - something which is not possible with the
LPC coder. Furthermore we are able to apply the same compression algorithm to audio streams
with a higher sampling rate - again something which is not possible with the LPC coder.

Summing up the new encoders outperform their rivals through flexibility . When a fine granular-
ity of different bit rates is needed the one layer compression is the first choice. Otherwise the
panoply of audio codecs like 8 bit µlaw PCM (at64kbps), ADPCM (at32kbps), GSM
(at13.2kbps) and LPC (at4.8kbps) may be better. When a layered encoding scheme is needed
the multi layer compression is the first choice. However, combining ADPCM or GSM with
LPC simulates a two layer encoding, that allows the reconstruction of the audio signal at two
quality levels using either the one or the other layer. When compression at lowest bit rates is
needed the high FFT compression is an alternative to LPC when some flexibility in bit rate is
desired. Two very important advantages of our codecs are independence from the sample rate
and unlimited capability to with any kind of audio signal. Moving towards higher sampling
rates and/or music signals all three coders outperform ADPCM, GSM and LPC which have
been designed to compress speech signals at 8kHz.
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VII

Résumé

1   Conclusion
This thesis addressed quality orientated improvements for multimedia connections over packet
switched and lossy networks. The problems involved in establishing real-time communication
over networks such as the Internet have been investigated and the definite network characteris-
tics that cause these problems have been clearly marked out. The quality of audio communica-
tion essentially depends on the number of packets lost and on the variation in packet arrival
times. Efficient mechanism to minimize the impact of delay jitter have already been proposed
in literature, whereas dealing with packet loss remains an active research area.

The measurements about the packet loss rate for audio streams over the Internet showed that
the number of consecutive lost packet usually is small. This rigorously proved that open loop
mechanisms that add redundancy on the sending side are suited to cope with the loss of infor-
mation. We presented two transmission concepts that overcome these network limitations using
forward error correction schemes.
The ‘piggyback protected transmission‘ was introduced - a resilient scheme that has already
showed its usefulness in improving full duplex audio communication. The ‘priority encoded
transmission‘, which had never been applied to audio streams before, was examined for its
capability in protecting the transmission of audio data over lossy networks.
We showed that for time critical point-to-point communication the comparatively simple ‘pick-
a-back protected transmission‘ is a better choice than ‘priority encoded transmission‘. In a
broadcast scenario on the other hand where large delays are acceptable the PET approach will
yield in better results because of its robustness against long packet loss periods and its capacity
to transmit to receivers with widely different network bandwidth.

In order to apply the ‘priority encoded transmission‘ towards audio streams, it was necessary to
develop a layered audio encoding scheme. A major part of thesis is concerned with discussing
and analyzing different transformations of an audio signal in respect to time and frequency.
Finally we are able to present an audio codec that we have developed from scratch and that
yields into a compressed and layered representation of the audio signal. In contrast to common
standard codecs this encoding scheme is well suited to work together with PET.
Furthermore we demonstrated how our new encoding scheme improves the performance of the
‘piggyback protected transmission‘. Through diminishing the redundancy in the redundant
information a better audio quality can be achieved in case of isolated packet losses.
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Current work

2   Current work
The Wave Audio Unit (WAU) - written to allow quality test for the developed audio codecs and
to investigate the improvement in audio quality through different protection schemes - is cur-
rently enhanced for allowing various sampling rates. We look into robust transmission of audio
sampled at higher rates with a higher frequency bandwidth for high-quality audio communica-
tion. The promising results of our audio encoding schemes for 8kHz sampled audio want to be
validated with sampling rates up to 32kHz. A mechanism as proposed in literature to eliminate
the impact of delay jitter is about to be implemented. Furthermore we look into speeding up the
encoding algorithms and into minimizing the achievable bit rates. Other standard audio codecs
are integrated in the Wave Audio Unit to simplify comparisons of audio quality.

3   Future work
A very interesting task is the integration of psychoacustical techniques like frequency and time
masking into our audio codecs. With these methods the auditory model of the human ear can be
exploited for further compression. There is a limit to the sensitivity of the ear and if sounds are
too weak they will not be detected. This is known as the threshold of audibility. This threshold
varies with frequency and it can be increased at any given frequency by the presence of a large
signal at a nearby lower frequency. This phenomenon is called masking and it is already widely
used in speech coding. Sinha and Tewfik have used such techniques for transparent compres-
sion of high-quality audio [40]. They employed the wave packet transform to split the audio
signal in the necessarycritical frequency bands [3].
Furthermore the piggyback protected transmission as proposed in the papers of Bolot should be
implemented. Subsequently the improvement in audio quality using our encoding schemes
instead of standard codecs can be evaluated.
Enhancing the Wave Audio Unit for a broadcasting option, so that we can apply the PET pro-
tection towards our layered audio representation, is an urgent task. The PET code definitely
needs to be cleaned up and we think about optimizing it for our requirements. Right now the
overhead in both - computation time and additional coding information - is too high. We will
need a scenario that simulates the packet loss behaviour of the Internet so that applications like
‘Internet radio‘ using our protection schemes can be tested. It will be interesting to compare the
achieved results to applications that are already available. ‘RealAudioTM‘ for example is a com-
mercial product that already allows radio like audio connections over the Internet at bit rates of
14.4 and 28.8kbps. However the quality - especially for music transmissions - is still at best
mediocre. We think that with our approach much better audio quality is possible.
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Appendix
A short tutorial on linear algebra

This chapter is not meant to have the reader going through all the following definitions. It is
thought to serve as a reference for the used nomenclature. Simply reading through the given
examples may be an adequate way to refresh the necessary mathematical knowledge.

A.1   Vector space
A collection  of elements is a vector space  over the real numbers  if:

1. for all  and for all  holds . This provides closure under linear
combinations.

2. there exists an unique element  such that for all  holds  and for all
 holds .

The elements of  are called vectors, and the element of  is called the zero vector.

Example:  The vector spaces  and  and their geometrical meaning should be familiar
to the reader. The elements of the more general vector space  are sequences of n real
numbers .
Another vector space is the space of all square integrable functions , where the vec-
tors are functions  that satisfy .

A.2   Inner product and orthogonality
An inner product  on a vector space  is any map from  to  that is:

1. symmetric, meaning for all  holds

2. bilinear, meaning for all  and all  holds

3. positive definite, meaning for all  holds

The most important use of the inner product is to formalize the idea of orthogonality. Two vec-
tors  of a vector space  with the inner product  are said to be orthogonal if

.

Example: Dealing with vectors  and  of the
vector space  the common used inner product is .
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Norms and normalization

The inner product of two vectors  and  of the vector space  is
defined as .

A.3   Norms and normalization
A norm  on a vector space  is any map from  to  with:

1. for all  holds

2. for all  and for all  holds

3. for the null vector  holds

The most important use of the norm is to formalize the idea of the length of a vector. A vector
 with  is said to be normalized.

Example: For the vector space  and the vector space  the most frequently used
norm is the  norm. The definition of the  norm uses the inner product of a vector
space resulting in .

A.4   Linear independence
A collection  of vectors from a vector space  is said to be linear independent
if:

with .
It is easy to show that orthogonal vectors must be linear independent, suggesting that orthogo-
nality is a strong form of linear independence.

A.5   Basis and dimension
A collection  of linear independent vectors from a vector space  forms a
basis  for the vector space , if every vector  can be written as

 with . The scalars  are the coordi-
nates and the vector  is the corresponding coordinate vector for the vec-
tor  in the vector space  in respect to the basis. It should be noted that coordinate vectors
depend not only on the basis but also on the order in which the basis vectors are written. A
change in the order of the basis vectors result in a corresponding change of order for the entries
in the coordinate vectors. When talking about a coordinate vector  of a vector space ,
one must be aware of the regarding basis .

A basis  is an orthogonal basis if all basis vectors are mutually orthogonal. It is orthonormal
if in addition all basis vectors are normalized.
If a basis  for a vector space  has a finite number of basis vectors , then
is finite-dimensional and its dimension is. Otherwise the vector space  is said to be infinite-
dimensional.

Example: For the vector space  the collection  with
, , ... ,  forms a

orthonormal basis. The basis  is called the standard basis  of . The coordinate vec-

u f x( )= v g x( )= L2 R( )
u v〈 | 〉 f x( )g x( ) xd

∞–

∞–

∫=

… V V R

u 0 V∈≠ u 0>
a R∈ u V∈ au a u=

0 V∈ 0 0=

u u 1=

R
n

L2 R( )
L2 L2

u 2 u u〈 | 〉=

b1 b2 b3 …, , ,{ } V

c1b1 c2b2 c3b3 …+ + + 0=( ) c( 1⇔ c2 c3 … 0)= = = =

c1 c2 c3 …, , , R∈

b1 b2 b3 …, , ,{ } V
B V u V∈

u c1b1 c2b2 c3b3 …+ + += c1 c2 c3 …, , , R∈ c1 c2 c3 …, , ,
u( )B c1 c2 c3 …, , ,( )=

u V B
B

u( )B V
B

B

B V b1 b2 b3 … bn, , , , V
n V

R
n

S e1 e2 e3 … en, , , ,{ }=
e1 1 0 0 … 0, , , ,( )= e2 0 1 0 … 0, , , ,( )= en 0 0 0 … 1, , , ,( )=

S S R
n



Appendix

103

tor of any vector  with  relative to the standard basis  is
, because every vector  can be written as

. Regarding to the standard basis  every vector
and its coordinate vector  are the same, resulting in . It should be empha-
sized that in general a vector and its coordinate vector are not the same. The equality is a
special situation that occurs only with the standard basis  for . Since the vector space

 has a finite number of basis vectors, it is finite dimensional.

A.6   Vector subspace
A subset  of a vector space  is said to be a subspace of, written , if  itself is a
vector space. Given a vector space  and a subspace , there always exists a vector subspace

 of  such that:

1. every element  of  can be written as a linear combination  of an element  in
 and element  in .

2. . This is called the direct sum decomposi-
tion of  and is written as .

3. one can choose  so that . In this case every element  in  is orthogonal to every
element  in . This is called the orthogonal decomposition of and is written as

.

A.7   Basis transformation
Recall that if  is a basis for a vector space , then every vector  can be
expressed uniquely as a linear combination  of the basis vectors. The
scalars  are the coordinates of relative to  and the vector  is
the coordinate vector of  relative to . We define

to be the coordinate matrix of relative to .

If we change the basis for a vector space  from some old basis  to some
new basis , then the old coordinate matrix  of a vector  is related to
the new coordinate matrix  by the equation

where the columns of  are the coordinate matrices of the new basis vectors relative to the old
basis. The matrix  is called the transition matrix from the basis to the basis  and can be
expressed in terms of its column vectors as
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Basis transformation

If the matrix  is the transition matrix from a basis to a basis  then  is invertible and its
inverse  is the transition matrix from the basis to the basis . This relation is expressed
by the analog equation.

A change from an orthonormal basis to another orthonormal basis results into a transfor-
mation matrix  that has a nice property making its inverse  easy to find. The inverse
of this matrix is its simply its transpose  resulting in .
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