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Abstract

A cooperatie multimedia evironment allevs users to wrk remotely on common projects
by sharing applications (e.g., CAD toolsstteditors, white boards) and simultaneously commu-
nicate audivisually. Several dedicated applications (e.g., MBone toolsistefor transmitting
video, audio and data between users. Due tcaittdtiat thg have been desloped for the Inter-
net which does not pviade ary Quality of Service (Q0S) guarantee, these applications do not or
only partially support specification of QoS requirements by the useddition, thg all come
with different user intedces.
We hare developed a Cooperat Multimedia Emironment (CME) made up of CooperatiMul-
timedia Applications (COMMA), one for each usé&r COMMA presents a user with a single
interface that allvs him to ivite other users to a coopexatisession, select the media services to
be used in the session, and specify his Quality of Service (QoS) requirements for the media ser-
vices throughout the session.

In this work, we describe the architectural details of the CME and its componentents with particu-
lar emphasis to the QoS mapping and control mechanismaldd' present the design and imple-
mentation details of anxperimental prototype that pridles video, audio and white board
services.
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Introduction

1 Introduction

The increasing\ailability of broadband netwrks allavs the deplgment of nev services for an
ever graving number of possible users. Among these Bervices, a great deal of interest has
been addressedwards real-time and interaeti applications, e.g., videoconferences and shared
document editors, particularly because of thelawide and decentralized structure of today’
research and @elopment oganizations.

A cooperatte multimedia evironment allovs users to wrk remotely on common projects by
sharing specific applications. \i&&eal dedicated application suites (e.g. MBone tools [29]¢ ha
been deeloped to address the need for coopesatiork. They offer a \ariety of media services
including desktop videoconferencing and application sharing. Since these applications are highly
demanding in terms of resources, resouvedability is crucial for an dicient cooperatie work.
Especially in a scenario where host and ekwesources are often limited or do notyide ary

Quality of Service (Qo0S) guarantees, it is important toaraakeficient use of risting resources

in order to accommodate the useequirements. Unfortunatelyost of the xsting multimedia
applications do not consider resource restrictions or concyrramong emplged services.
Furthermore, there is no means for the user to prioritize directly specific tools in case he uses
more than one tool. Ingably, the need for an architecture that manages multimedia applications
within a cooperatie session emeges.

In this work, we introduce an architecture for a Coopeeatiultimedia Emironment (CME)

with Quality of Service control. The CME thereby represents agriied approach to define and
control Quality of Service at the usapplication and resource layers. Theifiie and modular
character of the CME architecture igtates diferent Quality of Service scenarios, depending on
the aailability of QoS guarantees forarious resources (e.g. host, netk). If the host and
network resources @r QoS guarantees, then the architectutemponents makuse of them. If

the resources do notfef QoS guarantees, then a set of control mechanisms isyadpioorder

to meet the uses’requirements in a best@t approach and to use resources simultaneously in an
efficient way.

The work is oganized as follws:

Chapter 2 discusses the mattion for a CME and presents the architectural details of the CME
and its functional components.

Chapter 3 deals with Quality of Service mapping issues as argrakepart of the CME
architecture.
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Chapter 4 mainly concentrates on Quality of Service control issues. The CME Quality of Service
Controller is presented and the design issues of the control mechanisms operatifegeat dif
layers are discussed.

In Chapter 5, the CME e@perimental prototype is presented. The prototype focusesmous
iImplementation aspects of the CME architecture. Thierdifit processes running on a session
participants site are described.

Finally, Chapter 6 summarizes the ¢ issues of this wk. Based on thevaluation and
comparison of the CME architecture and its prototypical implementation, futrkeisgues are
briefly discussed.
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2 An Architecture for a Cooperative
Multimedia Environment

2.1 Introduction

In general terms multimedia applications\pde an appropriate means txchange video, audio
and data information between users. A cooperatiultimedia enironment allevs users to wrk
remotely on common projects by sharing specific session related applicatiosral Saites of
applications (e.g., MBone [29] and Berk [15] tools) aist to fulfill this task ofering various
services, such as desktop videoconferencing and application sharing.

Since these applications are highly demanding in terms of resources, resailaglity is

crucial for eficient cooperatie work. Unfortunately the modular and independent character of
existing multimedia applications does notfesf a means of directly prioritizing specific
applications to the user in case he uses concurrently more than one application. Especially in
scenarios where host and netkwresources are limited or do not yide ary QoS guarantees, an
overall mechanism for controlling the tlifent independent media services mightvpreery

useful.

2.2 Motivation for aCME

In order to galuate the practical beviar of multimedia applications, wexamined the MBone

tools [29]. W obsered that each MBone toolfefs a separate user ineeé and that the user

must hae a deep understanding of each media service and its parameters in order to use the
related multimedia applications properljhe MBone tools do not prale ary possibility to

remotely specify quality parameters. The sending parameters@uosigely controlled by the

sending side. It is a strenuous and cumbersome process to adjust the media specific parameters in
order to achiee the desired quality on the redag side. The MBone tools compete for host and
network resources and there is no possibility for the user to prioritize oneveErahoother

In order to &amine the performing behar of the MBone tools, we xecuted a set of
experiments, which is reported in the Appendiar Bur tests, we chose the MBone tool vic [24]
to send a unidirectional video stream. Our preliminary measurementedthioat applications
often sufer quality dgradation during a multimedia session caused byorktsaturation or host
congestion. In particulanetwork saturation may lead to abrupt quality decrease.
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In a scenario where useramt to collaborate remotely by means of multimedia services, the users
should not be confused by media service specific issues or detailexdmple, users are
generally not interested in selecting the suitable encoding scheme in a video application. On the
contrary the session participants should be equipped with an easy mechanism to specify the
quality level of the used media services. Furthermore, the specification of the desired user quality
should be uniform and consistent.

As a consequence of what is discussed/@bae decided to gdelop a Cooperate Multimedia
Ernvironment (CME) to address thaperienced problems. Our CME can be understood as an
approach to support QoS requirements at the ugelrded translate them into media service and
resource specific terms. Itfefs a uniform platform to inggate the &rious media services
supplying the user with a single wief the multimedia enronment. Resource issues are handled
independently from the underlying netxk or transport layer peculiarities.
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2.3 General Structure of theCME

Since the xperienced problems arose primarily due to the lack ofgiaten, the CME
architecture comprises both horizontal amdtical intgration. Horizontal intgration operates
exclusively within a certain layenertical intgration spans to the thfrent layers. Horizontal
integration embraces all sites of a coopemtevironment, whereasertical intgration only
operates within one site. Figure 2.1 illustrates the numerougatiten fields addressed by the
CME architecture.

Site A Site B
User User User User
User requirement < - - - - » requirement | € - - - » | requirement < - - - - » requirement User
Layer Un1 Un2 Ug1 Ug2 Layer
Application | Application Application Application Application | Application
Layer parameters < - - - - % parameters < - - - p| parameters < - ---» parameters Layer

Pa1 Pa1

Resource Resource Resource Resource Resource Resource
Layer Type 4----%»  Type <“---»> Type  4----p  Type Layer
Ta1 Thz Te1 Te2

Figure2.1 Horizontal and Vertical Integration

2.3.1 Vertical Integration

Vertical intgration interrelates usexpplication and resource layers. The connection between the
different layers is achied by introducing mapping mechanisms. User QoS requirements are
translated in media service parameters and in QoS requirements for the underlying resources.

The QoS Mapper/Controllera basic component of our CME architecture, mainly includes
mapping functionalityThe CME prototype, as we will see in the fallng chapters, prodes a
mapping table for each media service. The tables include only a fraction dribiy of QoS
attributes that e been defined for the tifent layers [22]. Hoever, due to the modular and
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generic character of the CME architecture, more accurate and sophisticated mapping mechanisms
can be added in order tatend the gisting mapping schemes.

2.3.2 Horizontal Integration

Horizontal intgration is a result of the distuted structure of the CME architecture. It operates
exclusively within a certain layer

e User layer

User layer intgration is achieed by ofering the user the possibility to specify quality
requirements and priorities for the emy#d media services. As we will shian the folloving
chapters, our prototypical implementation, faample, includes a control panel in order to
specify the user quality wishes for therious media services in a unifornay

* Application layer

Integration at the media service layer is aghte by embedding the media services into the
CME architecture. This means specifically that applications are not handled independently
arymore. Control of media services represents amiatgart of the CME architecture. The
knowledge about the status of the media services we use in our cospemmironment

allows us to control the media services mofeiently.

* Resource layer

Integration at the resource layer is acki@ by preiding mechanisms for the orchestration
between the operating system and mekwesources and their management structure. The
CME architecture accomplishes horizontal gnegion at the resource layer by taking the dif-
ferent resource quality parameters into account. Monitor and control mechasispngdck

of resource status andadlability and preent resource saturation. The kiedge about the
resource ailability on the one hand and the user requirements on the othves #ike cooper-
ative ewvironment to assign resources to the media services more accuratelficaewtlgf

2.3.3 Related Work on Integrated Multimedia Environments

The need for ingration within a specific layer (usenedia service, resource layer) and between
layers has been addressed byesa research groups [14], [31], [33], [35], [38], [41]. bt=tion
efforts of other research groupsfdif from the intgration approach of the CME architecture in
that thg mainly corer only a specific intgation field. This section pvales a fev selected
examples for such inggation eforts.

The MBONE tool deelopers hee introduced sesral media service synchronization mechanisms
to address the problem of horizontal gregion [33]. Cross-media synchronization is carried out

10
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over a Conference Bus. The Conference Bus abstractigipsoa mechanism which coordinates
the separate media service processes. Each real-time application induifesrayluelay called
the playback point, to adapt to patldelay wariations. This playback point can be adjusted to
synchronize across media. The Conference Bus is also usedi¢erswitched windes. A
window in voice-switched mode uses cues from tlaé audio tool [23] to focus the current
spealer.

Similar concepts are pursued bwel research groups [38], [41]. In [41], a local control
architecture and communication protocols are described that tie together media agents, controllers
and auxiliary applications such as media recorders and management proxies into a single
conference application. The conference controllers and media agents (in our terminology referred
to as media services) communicate by sharing a message replitesoapproach is similar to

the MBone Conference Bus [31] and is mainly emetbto establish horizontal impetion at the
application layer

User interce intgration can be found inavious multimedia conferencing productsitWthe
AT&T Multimedia Communication Exchange Serv(MMCX) [33], team members can get
together in a virtual meeting room. Along with widing a visual representation of the virtual
meeting, MMCX combines multimedia calling features with collaboration tools to akers to
add or drop services and media ay ttigoose.

The QoS Brokr [35] addresses the relationship between #mgows resource types (mainly
operating system and neivk resources) and proes an architecture for horizontal resource
integration in the resource laydProcessing capacity is managed in concert with oriing to
deliver guaranteed behar to applications. Furthermore, the QoS Broknteyrates mapping
aspects by &#ring an appropriate scheme to eert application QoS parameters into netkv
QoS requirements and vicerga.

A QoS architecture interrelatingviels for media specific and transportde QoS handling is
introduced in [4]. A ngotiation and resource resatin protocol (NPR) for configurable
multimedia applications [14] ales Q0S ngotiation and resource resatn. As an application
level protocol, it ofers transparerycfrom the underlying transport layer structure.

11
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2.4 CME Architectural Components

Figure 2.2 depicts the main components of the CME architecture. As illustrated, one of the
essential properties of the CME s its disitdd structure. Each site of the CME consists of a
Cooperatre Multimedia Application (COMMA). The Session Manager controls thiereift
Media Services. It is also responsible for conference control, floor control, configuration control
and membership control. Let us focuswnon the warious functional components that are
comprised by a COMMA.

Session Manager
N / User Interbce — Connechoh
\ Manager
\
|
\
' QoS Service
N Mapper/Controlle Manager
\ | :
N Resource '
COMMA = Cooperatie Monitor/Controller
. . . . \
Multimedia Application N K /

Figure 2.2 Cooperative Multimedia Environment

24.1 Connection Manager

The Connection Manager pides the necessary communication priveisi for establishment and
disconnection of cooperaé sessions. During session establishment, other usersviee ito
join the session. Since yaronnection manager can initiate a collabeeasession, the session
does not rely on ancentralized session moderatbut is based on a distubed peeto-peer
model.

12
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* Invitation procedure:

First the Connection Manager of theiting site propagtes an imitation message to the Con-
nection Managers of the users to beited. The iwitation message contains the proposed
media services (to be used in the coopezagession) that kia been specified by the session
initiator through the User Intexe. The imitation message is transmitted to thdedi#nt sites
where an ixited user can either accept or refuse thvation. Additionally he can specify
that he will join the conference with a subset of the proposed Media Services.

The abwe described witation protocol is a brief summary of the Connection Manager we ha
implemented in our prototype. The modular anxilfle character of the CME architecture al
us to replace our specific Connection Manager with more sophisticated approaches [18], [42].

24.2 QoS Mapper/Controller

The QoS Mapper/Controller translates the user requirements into application specific parameters
for the media services and into QoS requirements for the underlying resources (i.e. host and
network resources). Media service customized mapping tahi&ksthe core of the QoS Mapper

For each ne integrated media service, amenapping table is added to the QoS Mapper

The controlling part of the QoS Mapper/Controlleieeutes arious control mechanisms to
compare and control the user specified quality with the currentiydeid quality The controlling
mechanisms operate on fdifent layers (userapplication, resource layer). Media service
prioritization or automatic actions to pemt resource saturation argaeples of controlling
mechanisms.

A control mechanism is specified by a rule. A rule in turn is split into a condition and an action
part. A rule base contains a set of rules that can be applied through a session. In case a ruling
condition becomes true, the rule “fires” andakes the rules action part.

The control mechanism uses the mapping tables of the QoS Mapper/Controller to detenmine ne
values for the media services. dinually the Service Manager is used to transmit the ne
application parameters to the media services. Alteslgtiit is sometimes necessary to readjust
process priorities. In this case thewneesource allocationalues are sent to the Resource
Monitor/Controller

13
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2.4.3 Resource Monitor/Controller

The Resource Monitor/Controller monitors and controls #a@able host and netwk resources.
Various QoS scenario alternags can be outlined:

* Host and netark resources prade QoS

» Host and netark resources dohprovide QoS
* Only host preides QoS

* Only network provides QoS

Figure 2.3 illustrates some scenario altexaatiwith practical xeamples of host and nebnk
resources.

Host
Partially controllable : Fully controllable .
0 « IP network protocols . TENET, RSVP network protocols
o) ! ,
%4 » Solaris Real-time operating +» Solaris Real-time operating .
system . system !
Not controllable X Partially controllable :
0 ' )
& ' '
s  |P network protocols . * TENET, RSVP network protocols !
z ! .
* Sun OS 4.x operating system '+ Sun OS 4.x operating system :
|
No QoS QoS Network

Figure2.3 QoS Scenario alternatives.

If the host or netark resources prxade QoS guarantees, the Resource Monitor/Controller is used
to perform three main actions:

* To resere and allocate resources (end-to-end) during multimedia call establishment so that
traffic can flav according to the QoS specification. This means digtab and ngotiation of
the QoS specification for system componentslired in the data transfer from the source(s)
to the sink(s).

14
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» To provide resources according to the QoS specification. This means adhering to resource
allocation during multimedia dekry using proper service disciplines.

» To adapt to resource changes during ongoing multimedia data processing.

If no QoS is pruided by the netark and/or by the host, the Resource Monitor/Controller
monitors the resource status (e.g. cpu load) anddae® the QoS Mapper/Controller with the
monitored resource information.

244  Service Manager and Media Services

The Service Manager priales mechanisms to start and stop wegquested media services. It also
retrieves and controls media specific parameters for dynamic adaptation and reconfiguration
purposes.

From the architectural point of wie the Service Manager prnoes an intedice to the arious

media services. The media services are thereby considered as bare tools that perform only
network and media processing. The modular character of the CME architectuve aticeasy
integration of n&v media services. Since each media serviterof wariety of diferent media
specific parameters to be adjusted, the Service Managedgsa customized intexe for each

media service.

In case a ne media service has to be igtated into the CME architecture, the Service Manager
Is extended by a v customized intedce. A nev media specific mapping table then has to be
added to the QoS Mapper/Contraller

Our perience with seeral media services of the same media typevetdathat although the
different tools represented the same service type, there wereenlties in the inteates the
services dered. Thus, we decided tailll a customized service intade for each ingrated

media service rather than for each media service type.

As we will discuss in the follsing chapters, the customized Service Manager ated of the
CME prototype intgrate the MBONE tools [29] into our architecture without performing an
code modifications of the bare media services.

The Service Manager intade is used either by the QoS Mapper/Controller or directly by the
user The User Intedce emplgs the Service Managsrfunctionality in order to start, stop and
adjust media services. The QoS Mapper/Controller wesieand readjusts media specific
parameters by emplong the Service Managerfunctionality

15
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245 User Interface

The User Intedice ofers to the user a single intace for the arious media services. It is mainly
divided into two parts. The first part pvaes an intedce for the Connection Management. The
user inputs for starting a session are transmitted and directly processed by the Connection
Manager who generates a session relatgdation message. The session initiator uses the
graphical user inteace to specify the session participants, the media servicesnte o use and

the initial media service quality in user terms. As discussedealbioe ivited users recee the
invitation message and can accept or refuse the sesgi@tiam.

The second part of the User Intaré ofers a means to define the media service qualities during a
session. Session participants can specify and change the media services for the session and their
QoS requirements. A quality windofor each inoked media service displays the current media
service quality in user terms.

16



Quality of Service Mapping

3 Quality of Service Mapping

3.1 Introduction and Related Wor k

Quality of Service Mapping deals with the translation of quality parameters amongneska

service and resource layers. User requirements are mapped into application specific parameters
for the media services and into QoS requirements for the underlying resources (i.e., host and
network resources).

QoS Mapping is a non Wial and still open research issuegkly because the user perception of
QoS is not completely understood. In addition, since there are numesgsgondescribe a QoS
representation for each layea clear understanding has yet to beetlped of which QoS
parameters ha to be emplged. Only a fev research groups % concentrated on QoS mapping
issues for eecuting multimedia applications in a distribd enironment [4], [17], [20], [35].

In [35], the work focuses more on foto resere local and remote resources by dgplg a
broker architecture rather thanfedfing adequate mechanisms orwhtm map application QoS
requirements onto resource requirements.

In [4], a mapping mechanism is introduced to translate media specific parameters into a uniform
communication load representation. Theadage of this representation is to abstract from the
QoS interfice characteristics [16], [13] of a specific transport system.xamge is further
provided that illustrates o to map the parameters of the uniform communication load
representation into parameters defined for #reeT Protocol Suite [3].

As in [4], [17] ploits methods and mapping functions between QoS parameters of the
application and transport layers. Continuous media stream parameters (i.e., period, quality
reliability, delay start ofset) are mapped to transport QoS parameters (i.e., throughput, rejiability
delay jitter, maximum transfer unit). Mapping of application parameters to operating system
resources is not gered. The authors only address the need to map applicatiomtatriimto
operating system attuibes as size and number affflers, scheduling classes (e.g. real time,
timesharing etc.), priorifyand number of CPUycles.

17
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3.2 The CME Quality of Service Mapper

The QoS Mapper/Controller plays a central role in our architecture andiggdhe appropriate
mapping mechanisms. A small set of meaningful QoS parameters at thevelsisrigapped onto
media service specific parameters and onto QoS resource requirements for the hostaakd netw
resources.

3.21 QoS Representation at the Different Levels
» User Level (Direct Requirements)

Since our gperience with thearious MBONE tools [29] led us to the conclusion that we as end
users had to deal with too mahard-to-understand application parameters, we triedpioe a
simple mechanism that alls the user to specify his quality requirements directly in user terms.

A proper vay to express user requirements entails a detailed analysiswraheser gpects a
media service to beli@ more or less properly andvaatishction of the user for the media
service quality can bexpressed in quantitae terms. A simple approach considers the use of a
five-level scale to define the quality of a media service and we the user the possibility to
specify one of thesevels as a &y to press his requirements. This scheme is related tg man
studies dealing with quality estimation of digitally coded video sequences [5], [7] and audio
sequences [12], [48].

Compared to other approaches that attempt to define QoS in user terms [17], [24], where the user
has to specify arious media specific parameters, the quality specification in our architecture is
one-dimensional. In order to pide the described simplicityve hae to define sophisticated
mapping functions and partially sacrifice the end ssee€edom adjusting all the media service
specific parameters.

The solution we proposefefs more than a simple specification mechanism of QoS. Since we
transform user QoS requirements into a one-dimensional scale, qualitiesecéndiimedia
services become comparable andvfate eventually a useful priorization mechanism. The user is
equipped with a pgerful means toxgpress absolute and relairequirements of a media service.

Tablel illustrates the quality rating, the impairment and the corresponding quality weyamplo
specify QoS in user terms:

18
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RATING IMPAIRMENT QUALITY
5 Imperceptible Excellent
4 Perceptible, not annoying Good
3 Slightly annoying Fair
2 Annoying Poor
1 Very annoying Bad

Table 1: Quality Ratingon a1to5 Scale
* User Level (Indirect Requirements)

During a cooperate session a participant may use thded#nt media services more or less
extensvely. In a typical cooperaté scenario, the participants may foample first discuss a
specific problem using videoconferencing tools axplage aftervards the problem domain in
more detail using specific shared applications.

Through a session, users perform actions such as iconifying aweordmutting a windw in the
background. These actions indirectly rmaduggestions about the useriterest on a particular
media service andpress subsequently indirect user requirements.

* Application Level

QoS in the application Vel is a term that has been interpretedarnous vays. Some sources try

to introduce a set of generic QoS application parameters. In [45] QoS parameters (i.e., period,
quality, reliability, delay start ofset) for continuous media streams are defined.

The generic application QoS parameters are mapped to transebi@QES parameters and as a
second step to the QoS parametersvidesl by a specific transport systemelikhe TENET
protocol suite [3].

Our view of application QoS is slightly ddrent. Diferent media services imply tBfent
application parameters. Due to theeatsity of &isting media services, we prefer to define QoS
parameters for each media service type. A video media service for instance can be characterized
by temporal, spatial, frequepycamplitude and color space attribs types. Corresponding
attribute instances are the transmission rate, the frame jhteresolution and windosize, the
employed encoding scheme, the color depth or the number of entries in the color space.

The \arious media services usually pide an interice to manipulate only a subset of the
numerous media specific parameters. In ordereepkour architecture moduldtexible and
extensible, the QoS Mapper comprises a customized mapping table for eachtattenedia

19
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service. The customized mapping table describes accurately the characteristics of the related
media service. The description includes resource demands for selected media service settings. It
further includes the QoS representation at the usel. le

* Resource Leel

Various approaches v@abeen undertak to specify and pwide QoS at the resourcevéd [22],
[20]. At the transport and nebsk layer the definition of the TENET protocol suite [3]ypdes
the primitves for QoS issues as connection set-up, resource agsapadmission control and
policing. The RCAPRMTP/RTIP real-time channel administration, real-time intermeknand
real-time message transport protocols are designedvmerhe desired QoS primrgs.

The realization of a certain QoS at the operating systeeh lequires mainly CPU scheduling,
memory management foufiering and dicient storage on mass media. Somarkwvhas been
done eaploring real-time CPU scheduling [36],[44]. AwWeoperating systems kkSun-Solaris
[47] provide real-time operating classes.

The CME architecture comprises all the possible QoS scenarios in the reswetcel e
resource scenario alternags gven in the preious chapter were illustrated banous practical
examples. The CME concept alle coistent resource type descriptionsr Bimplicity and with

regard to the prototypical implementation, we consider only a small subset of possible resource
parameters (i.e. netwk bandwidth, host CPU).

3.2.2 Mapping between User and Application L evel

In order to map the usenie QoS specification onto media service specific parameters, the CME
architecture empis a set of mapping functions. These functions are similar to the “benefit
functions” found in [39] and require th&exution of subjecte tests.

» Experimental €st Suite

Some tests suites wengeeuted in order tovaluate the uses’perception of a gen media service
using a quality rating on a 1 to 5 scale. In oypegiments we presented video and audio
sequences to a group of ten people asking them to rate thevpdrgeality using the gen user
level quality scale. As test media services we used the MBone wolf24] for video
transmission andat [23] for audio transmission respely.

20
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In all video eperiments we used a &é# encoding scheme (JPEG) and adiwindav size (320 x
240). In tvwo different test suites we ask the users to rate independently the temporal and the
spatial quality of the shen video sequences.

In the first video test we concentrated on the temporal qudlgypresented a reference video
sequence with 30 fps.&\old the vievers to consider the motion quality of that video sequence to
be five and askd them to rate the follang video sequences in comparison to the reference
sample.

In the second video test we concentrated on the spatial qWsitpresented a reference video
sequence with the maximum resolution of 100%aiAgwe told the vieers to consider the
resolution quality of that video sequence to be Bwd askd them to rate the folldng video
sequences according to the reference sample.

In our audio test wearied the encoding scheme in ordervaleate the audio qualitfhe PCM
encoding schemeas considered to prile quality five.

* Mapping Bbles

Table2 and Rble3 shav the test results. The tables present the relationship between the user and
media service layelFor each media service one or more service specific mapping tables are
included in the QoS Mappebereral media service specific parameters strongly interrelate with
each otherln thevic [24] video application, for instance, some video encoding schemes include
resolution adjustment and some do not. In the CME prototype, feeasf additional mapping

table for each video encoding scheme (JPEG, H.261, NV).

QUALITY FRAME RATE (FPS) | RESOLUTION (%)
5 25-30 65 - 100

4 15-24 50 - 64

3 6-14 35-49

2 3-5 20-34

1 1-2 1-19

Table 2: Video Quality Rating for JPEG Video.
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QUALITY ENCODING SCHEME

5 PCM

5 PCM2

5 PCM4

4 DVI

4 DVI2

4 DVI4

3 GSM

2 LPC4

Table 3: Audio Quality Rating.
3.2.3 Mapping between Application and Resource L evel

Various application specific parameters can be mapped onto a set of resource ghexsfidv
simplicity we consider QoS requirements for the fwlltg resource parameters:

* Network resources {bandwidth (Kb/s)}
* Host resources {CPU type, CPU load (%)}

Since media servicesfef numerous ays to be manipulated, it ieny difficult to correlate media
service performance and requirements on resources. Especially for video streamsk netw
bandwidth and CPU load highly depend on the eygalcencoding scheme, on the windsize,

the dgree of meement (depending on the encoding scheme) or the resolution. In addition,
resource utilization is also haly influenced by the \ailable deices (e.g. hardare video
encoder) or by the empled tools. In [33], the run time-performance of the wideo toolsvic
andivs is compared using the samevieonment (SGI Indy 133 MHz, H.261,Wemotion, 20

fps). While the measured cpu utilization fes was 100%, vic operated belal0%.

Considering the mapping between the qualiele and the media service parameters discussed
above, we estimated the resources that are needed to obtainfénendifjuality lgels. As a test
environment we used Sun spart5workstations and for video we estimated the necessary
resources for recang JPEG video (320 x 240).

Table4 and H&ble5 illustrate the xperimental test results for video and audio qualitye tables
describe directly the relationship between the media service and resource layers.
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QUALITY | DEGREE OF MOVEMENT FRAME RESOLU- BAND- USED

RATE TION WIDTH CPU
(FPS) (%) (KB/s) (%)

5 High motion 25 65 1700 > 100

5 Slow motion 25 65 1650 > 100

5 Still 25 65 1600 49

4 High motion 15 50 840 > 100

4 Slow motion 15 50 820 69

4 Still 15 50 800 37

3 High motion 6 35 270 38

3 Slow motion 6 35 260 34

3 Still 6 35 260 21

2 High motion 3 20 102 16

2 Slow motion 3 20 102 14

2 Still 3 20 100 7

1 High motion 1 1 17 6

1 Slow motion 1 1 16 6

1 Still 1 1 16 5

Table 4: Mapping of Video Quality to Resourcesfor JPEG Video.

QUALITY ENCODING BANDWIDTH | USED CPU

SCHEME (KB/S) (%)

5 PCM 68 <1

5 PCM2 66 <1

5 PCM4 64 <1

4 DVI 38 ~1

4 DVI2 35 ~1

4 DVI4 34 ~1

3 GSM 15 ~26

2 LPC4 7 ~11

Table 5: Mapping of Audio Quality to Resources.
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4  Quality of Service Control

4.1 Introduction and Related Work

Quality of Service Control comprises in generahaety of mechanisms that are applied in order
to satisfy the user requirements with respect to the quality of media services. Control mechanisms
can be emplged at the useapplication and resource layers.

Some research groupsveaconcentrated on QoS control issues [1], [8], [26], [40], [49] for
executing multimedia applications in a distribd erironment. In [8] and [40], a mechanism is
described for dynamic adjustment of the bandwidth requirements of multimedia applications
based on the Realrie Protocol (RP) [43]. The sending application useBHRrecever reports to
compute paodt loss. Based on these metrics, the congestion state seen by thersesei
determined and the bandwidth is adjusted by a lingaator with a dead zone.

Similarly to [8], in [26] a feedback control mechanism is presenteéeriftly from end-to-end
mechanisms, netwk switches send theiulfer occupancies and service rates back to the source.
The source recees the reports and recomputes the media service parameters. Unfortunately the
control mechanism is not designed to scale for multicast ditbiis.

In [1], a Priority Encoding fansmission (PET) scheme is presented as an approach to the
transmission of prioritized informatiorver lossy paokt-switched netarks. The source assigns
different priorities to dferent sgments of data, encodes the data using mwteedundang

and disperses the encoding into the pésko be transmitted. The destination is able tovexco

the data in a priority order based on the number ofvedgackts per message.

The problem of scalability in multicast distiiions is addressed in [49].idéo catevays and
layered encoding schemes are presented to deal with this probtkra.gitavays tale as input
an encoded flo using a scheme with certain bandwidth requirements ancuifdrthis flav dowvn
the multicast tree using another scheme witfedéht, usually laver, bandwidth requirements. A
layered encoding scheme splits the videw ftgenerated by the source into multiplen$y each
one with diferent bandwidth requirements than the originalflé layered or hierarchical
encoding scheme is empkxd to encode the fies. While all flavs are transmitted to non-
congested branches of the multicast tree, only the basis #oe transmitted to the congested
branches.

The QoS control part of the CME architecture is designed t@rate \arious controlling
mechanisms that use status information dewht layers. The CME control mechanisngard
the users requirements, the application and the resource state, recompute the media service
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parameters by emplng the CME mapping mechanisms and finally control the media services
through the Service Manager
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4.2 The CME Quality of Service Controller

The CME Quality of Service Controller implements théeulént control mechanisms of the CME
architecture and operates at the user and resowsds.le

A control mechanism in general is specified by a rule. A rulevideti into condition and action
parts. A rule base contains tharious rules that can be applied through a session. In case a ruling
condition becomes true, the rule “fires” andakes the rules action part (Figure 4.1).

User A specifies quality X | !
for media service M
from user B

v

Send notification
to user B

Rule Do Example

..........................................

Figure4.1 RuleDescription and Example.

For a condition that holds true we use the tevent. The QoS Controller handlesants on the
user and resourceviel. Depending on thevent type and the QoS scenario, the QoS Controller
invokes diferent actions to handle thanious eents.
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4.2.1 The CME Event Classification

Figure 4.2 depicts the CMEvent classification. Nodes represenem types. The hierargh
refines stepwisevent types by splitting each parent node into child nodes. Thesed the end
of the hierarck represent concreteents.

CPU resources

become
available
resource type
CPU
CPU load
exceeds

threshold value x

resource level
event

network resources
become
available

recource type

network network resources

become
saturated

[\ )

generic
event

remote user
quits
session

remote user
level event

remote quality
request for
media service n

user level

event
local user

session

local user
level event

quality
specification for
media service n

Figure 4.2 The CME Eent Hierarchy.

One of the most essential properties of the CM&hehierarch is its extensibility. This means
particularly that nev events can be inggated easily into the CME QoS Contrallkr the current
stage of the CME architecture, the QoS Controller distinguishes between user ingatscad
resource dvien eents. The folling sections will gamine in further detail vo the \arious
control mechanisms, initiated by thesems, operate.
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4.2.2 User Initiated Control M echanisms

In a cooperatie session, participants normally do not use all thelwed media services at the
same time. &r example, at the lggnning of a cooperate session, a user prefers to see and talk to
other users in order txehange the basic ideas on the commorkvand decide ho to proceed

with it. Once started arking on a common issue, the interests are mainly directed to the shared
application while the participants communicate using audio media services.As a consequence,
user interests on the empél media services are dily to change during a coopevatisession. In

the CME architecture each participant iswpded with a graphical intesite to &press his
requirements for each media service he we@seirom ag other participant.

For each quality request for a specific media service that a particigents vo recee from
another participant, arvent is generated and the quality request is sent to\tbkveal site. On

the other hand, whewer a participant recees a remote quality request for a media service, a
corresponding control mechanism is @ated. The control mechanism emyddhe QoS Mapper
functionality in order to recomputewenedia service parameters according to the remote quality
request. In case the resource layenvpges QoS guarantees, the corresponding resources are
allocated or freed.

In a cooperatie session where wparticipant® = { P,, P,} work togethera quality request of
Py t0 P, Orequested(P1. P2), determines hw P, has to recompute his wemedia service
parameters. The sending quality of &gq(P2), IS gven by:

qsend(PZ) = qrequested(Pl’ P2) (4-1)

In case more than wparticipants® = {P,, P,, ..., P} work togethera participan®; receves
quality requests from all the other participants. Since usually one multicast channel igeeimplo
to transmit the media services, participBpcannot satisfy all the user requirements. The control
mechanism of participaf, recomputes the sending quality by applying a “democratic rule”. The
democratic rulegerages wer all quality requests and isvgn by:

i—1 m

Z qrequested(Pj’ P))+ Z qrecluested(F)j’ P))

Oseng(P;) = =4 m—|:1|+1

(4.2)

The table that we pwide at the end of the chaptdists all the uselevel CME control
mechanisms. Tlyeare similar in that theare initiated by a participant actiorarBcipant actions
are for @ample an xplicit quality request for a media service or quitting a cooperaession.
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Participant actions usually causeeats on at least twparticipant sites. df example, a ne

quality request of participar®; for participantP; invokes the QoS Controller at siteThe QoS
Controller sends the quality request to the QoS Controller gt ditee QoS Controller at sife

applies the “democratic rule” to obtain thewneser leel quality It then emplgs the QoS

Mapper to determine the corresponding media service parameters and resource requirements, and
transmits the ng media service parameters to the Service Manddger Service Manager finally
modifies the settings of the media service with reference to its sendin{Fsgere 4.3).

O apply
democratic
rule

0 map
reques

0 map
response

QoS
Controller

QoS
Controller

User
Interface

0 send
request

0 request
quality

M\}

parameters

Service
Manager

O set
parameters

Media

Site i : : Site | Service

Figure4.3 Event Tracefor a Quality Request.
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4.2.3 ResourcelLevel Control Mechanisms

Resource ieel control mechanisms react in general to resource-state changes. As already
mentioned, the CME architecture &=k into consideration the cpu load and the askw
bandwidth as resource types. The Resource Monitor/Controller is the CME component that
monitors the state of the cpu and the mekwbandwidth.

In case resources do not pide ary QoS guarantees, fhean get saturated or becomaitable

during a cooperate session. The Resource/Monitor Controller generatest® if certain
resource states are entered. If the Resource Monitor/Controller noticesifigple that the cpu

load exceeds an upper threshold, the QoS Controller is informed that the local cpu resources
became saturated. The QoS Controller will em@ocontrol mechanism that reacts to the cpu
saturation eent by irvoking the QoS MappeiSince the mapping functions takhe resource
status into account, thewill try to find media service parameters that are less cpu demanding in
order to retain the sending quality this is not possible, the sending quality is gracefully
decreased and/ond@r quality requests for the reeigig quality are sent to the other participants
(Figure 4.4).

O apply
democratic
rule

0 map
reques!
0 map
response

QoS
Mapper

QoS
Mapper

0 map
request

0 map

response
QoS
.\ Controller " » QoS
O transmit U sen Controller
arameters request
O resource Service W, Service
event Manager parameters

Manager

Resource
Monitor
Controller

0 set
parameters

0 set
parameters

Media
Services

Site i

Media
Services

Site j

Figure4.4 Resource Event Tracewith Sitei and |
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4.2.4  Tabular Summary

In order to summarize the behar of the \arious CME QoS control mechanisms wevile a
takular summaryTable6 distinguishes thereby between resourceedrand user initiated control
mechanisms.

The ezent column specifies therent that caused a control mechanism toxXeewted. Thevent
generated by and theindication columns preide information about the CME component that
generated thevent and the indication that led the CME component to generateéhé &he

QoS column specifies if the resources yde ary QoS guarantees. Tlaglditional condition
column specifies if an additional condition has to be true in order to apply the action part of the
control mechanism. Thetion column comprises local actions thav@&o be performed for each
control mechanism. Thesult space finally represents a set of results that can occur as a result of
the talen actions.
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5 The CME Experimental Prototype

5.1 Introduction

In order to galuate the architectural framerk of the Cooperate Multimedia Emironment
presented in the prmus chapters, we kia implemented anxgerimental prototype. The CME
prototype accomplishes the main architectural goalsfdtin detail an inteafce for:

» the user to specify absolute and reiQoS requirements for media services;
» to adjust the media services performance dynamically depending on the resource status;

* to monitor and/or control the resources.

The prototype has been implemented by using the Sun $0l&K operating system. The
programming evironment comprises the ANSI-C [27] and Tcl/Tk [37] programming languages.
For storage of persistent data and for interprocess communication within one system, the
relational databasiliniSQL[19] has been empyed. MiniSQL implements a subset of the ISO-
SQL92 standard [21]. Finallyfor interprocess communication between processes teredit
systems, the Bedley soclet paradigm [11] has been used.

In Chapter 2, we outlinedavious QoS scenario alternags. The eperimental prototype
considers a resource scenario where neither theorletvor the host &ér ary QoS guarantees.
However, the flibility of the CME architecture alles us to gtend the prototype in order to
include diferent QoS scenarios.

The host and netwk resource properties can be described aswsll®rocesses residing on a
participants host dier a time sharing capabilityThis specific property aNes for changing
process prioritiesut does not dér ary absolute QoS guarantees. The mekwesources in turn
do not ofer ary QoS guarantees since the enyplb media services are based on the IP ortw
protocol.

As already discussed in Chapter 2, each session participant 1@Q@sparative MultiMedia
Application (COMMA). A COMMA consists of a set of processes as depicted in Figure 5.1,
namely a Session Managar Resource Monitor/Controllethe CME Database, a set of Media
Services and a set of adjacent Media Service Monitoesd&ote that from a process oriented
point of viev the Resource/Monitor Controller has been spfitlid Session Manager because it
runs as an independent process.
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Media
Services

Media
Service
Monitors

Resource
Monitor
Controller

Session
Manager

N
N
N

CME
Database

Figure5.1 Process Oriented View of a Cooper ative M ultimedia Application (COMMA).

In the remainder of this chapter we will examine in detail various implementation aspects of the
COMMA prototype and its processes. The chapter concludes with a detailed illustration of the
functional relationship between the COMMA components.
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CME
Database

All CME components xehange their data through the CME database which consists of a set of
tables that are mainly empled to store monitored information and tgister the imoked media
services and corresponding monitors.

52 TheCME Database

521 Environment

The CME prototype useMini SQL [19] as a database engine. Mini SQL, or mSQL, is a
lightweight relational database engine designed twigheofast access to stored data witlwvlo
memory requirements. As its name implies, mSQersfa subset of SQL as its query iraed in
accordance with the ISO-SQL [21] specification.

The most important property of mSQL witlgaed to the CME prototype is its C language API.
The API allavs ary C program to communicate with the database engine througimstiie
database daemon. The API and the database eng@béean designed toork in a client/serer
ervironment @er a TCP/IP netark.

5.2.2 Extendend Entity Relationship Model (EERM)

The Extended Entity Relationship Model (EERM) that egibelov (Figure 5.2) illustrates in
detail the information that is stored in the CME database. The EERM thereby represents a
conceptual model that describes thewed one session site.

The entity Active Media Service comprises the attniltes that characterize a running media
service. An Actire Media Service is mainly specified by a process identifier and a media service
name. Br each Actre Media Service, Bedia Service Monitor is launched. The monitor itself is

a weak entity since it depends on tlkestnce of a media service.

The Actve Media Service entity is a generalization of a specific media service. As depicted by the
ER-diagram, the tw entitiesvic andvat are &amples of specific media services including their
own attritutes.

The entitySession Participant specifies all participants that arevatved in the current session.
The relationshigMonitor Sample is tuilt together with a time identifier obtained from thener
entity and together with each specific media service entity

The Quality Wish relationship gpresses the quality requirements in user terms between tw
session participants for an aetimedia service.

35



The CME Experimental Prototype

The Resource Utilization relationship specifies the resource requirements of aveactedia
service at a certain time. Finglihe Monitored Host Resources relationship specifies the state of
the entityHost Resources at a certain time indicated by the enfityner.

The emplged ER-notation does not folloexactly the graphical notation thataw originally
proposed by Chen [9]. The usectensions comprise a xagon in order to »@ress
generalization, a double lined rectangle that stands for a weak entity object and a list of entity
attributes that is included in each entity rectangle and relationship diamond.

Host Resources Active Media
Idle CPU Service Monitor
Process ID Monitor

|

Monitored
Host
Resources

Active Media
Service
Resource S s .
Timer Utilization rocess

v

Media Service Name

CPU Load

Timer ID - Media Service Type
Bandwidth Location
Media Service T
Name (disjoint)
Monitor vat vic Media Service n
Sample <é
b Compression Scheme Compression Scheme Attribute,,;
Bandwidth Frame rate Attributep,,
Loss Resolution
Bandwidth
Loss -
™ Attributep
Session Participant
Participant ID Quality
Name from Wish
Address to

User Quality

Figure5.2 ER Notation of the CME Information Structure.
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5.2.3 Relational Database Design

Based on the graphical ER-notation, the diagram is mapped onto a relational database scheme that
logically appears as a simple collection of tables. The translation process from the conceptual
model (depicted by the ER-diagram) into the relational table model leads to tharfglket of

relations:

T_ActiveMS(A_ProcessID,A_MSName)
T_ActiveMSM(A_ProcessID,A_MSName)

EA_Ti mer|ID,A_ParticipantlD,A_Compressi on,A_FrameRateD
qb\_ResoI ution,A_Bandwidth,A_Loss D

T_VicMonitor

T_VatMonitor(A_TimerID,A_ParticipantlD,A_Compression,A_Bandwidth,A_L0ss)

T_Wish(A_ParticipantlD,A_MSName,A_UserQuality)

T_ResourceMonitor (A_TimerID,A IdleCPU)

Since there are numerousays to map associations or generalizations to tables, the relational
table model represents only one of maossible solutions. Furthermore, in order to reduce the
number of tables, the relational table model has been denormalized.

Each session site is pided with a collection of tables as illustrated \aoThe applied
terminology uses the prefik_to specify a table and the pre#x for a table attribte. The
underlined attribtes luild together the relatios’primary ley.
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Media
Services

The COMMA prototype uses as media services the MBone towtdoped at the UC Beekey
(UCB) and the Larence Berkley National Laboratory (LBNL), i.e. the video conferencing tool
vic [24] for video, the audio tooVat [23] for audio and the whiteboard towb [25] as a
whiteboard. The tools are briefly characterized through theaitpdescriptions.

5.3 Media Services - MBone tools

* Video serviceic

The UCB/LBNL video tool, vic[24], is a real-time, multimedia application for video conferencing
over the Internet. M is designed with a fkible and e&tensible architecture to support
heterogeneous emonments and configurationsofFexample, in high bandwidth settings, multi-
megabit full-motion JPEG streams can be sourced using laedassisted compression, while in
low bandwidth emironments lile the Internet, aggressilow bit-rate coding can be carried out in
software.

Vic is based on the Draft Internet Standard Real-tira@sport Protocol (RP) developed by the
IETF Audio/Mdeo Transport werking group [43]. RP is an applicationdel protocol
implemented entirely within vic.

* Audio servicevat

The LBNL audio tool, at [23], is a real-time, multi-partynultimedia application for audio
conferencing wer the Internet. &, like vic, is based on the Draft Internet Standard Real-time
Transport Protocol (RP) developed by the IETF Audiofdeo Transport varking group. RP is

an application-fteel protocol implemented entirely withirai

* Whiteboard serviceb

Whb [25] is a remote conferencing tool that ypdes a distribted whiteboard. The whiteboard
separates the dréng into pages, where awgage can correspond either to avwveawgraph in a
talk or to the clearing of the screen by a member of a meetirygm@mber can create a page and
ary member can draon ary page.

531 TheReal-time Transport Protocol (RTP)

As already mentioned in the preus section, the MBone tools vic anatare based on the Draft
Internet Standard Real-timeanhsport Protocol (RP) [43]. RTP is a connectionless application
level protocol. It is usually implemented as part of the application.
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RTP does not prade ary Quality of Service guarantees. It neithefecd aty mechanisms to
provide paclet loss nor in-order dekry guarantees. kever, it offers timestamps and sequence
numbers for RP paclets in order to detect pagtkdelays and paeklosses.

The RIP protocol is diided into two sub protocols: thdata delivery protocol and thereal-time
transport control protocol (RTCP). The data defery protocol prwides functionality for the
determination of media encoding, framing, error detection, encryption and source identification.
RTCP manages control informationdilsender identification, reger feedback and intanedia
synchronization. Each session participant sendSHRpackts periodically to all other session
participants. The time inteay between the sending of awconsecutie RTCP packts is
randomized and adjusted to the number of participants in the session in orelep tihdk RCP
bandwidth under a certain limit.

One of the main features of th& & protocol is to support a distned monitoring of QoS
parameters. &ticipants in a multimedia session yide quality feedback to all other session
members by issuingTCP Sender Reports TRP-SR).

Since thevic andvat MBone tools do not use the control informationvyed by the RCP
protocol, it is possible to collect thelflRP control information independently by listening to the
media service relatedliEP ports.

532 TheTc/Tk Send Command

As depicted in Figure 5.1, the Session Manager and the Media Service Monitors set ared retrie
data from the media services. One of ti #tesign issues of the CME prototype is to gnéte

the media services into the CME frammek without modifying their source code. Since all
MBone tools are implemented in C++ and Tcl/Tk, the Tclé#hd property is emplged as an
interface to the media services.

Thesend command [37] prades a pwerful form of communication between applicationstiNV
send, ary Tk application can woke an arbitrary Tcl script in gnother Tk application on the
display; these commands can both regienformation and also takactions that modify the
status of the tget application.
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54 Media Service Monitors

The media service monitors retrgeinformation directly from the media servicesr Each media
service, a corresponding media service monitor is launched. Each media service monitor is an
independent process that periodically polls information from its media service and writes it into
the CME database.

The most essential design issue for the media service monitors, is twerdhée desired
information without modifying the source code of the media services. As already mentioned in
the media service description, the MBone tools include gvoperties that alle us to monitor

them without modifying source code; yhemplg/ the RTP application-leel protocol and dér a

Tcl/Tk interface. Since all MBone tools pride a Tcl/Tk interéce, thesend command is used to
communicate with the media services.

The Media Service Monitors directly access the media service data structures where statistics
information is stored. A set of Tcl/Tk procedures, emiplg the send command, is used to
retrieve these data structures. The data structures mainly comprise media service related
information (e.g. sending rate, redeg rate, loss rate, bandwidth usage) that has been computed
by the media services based on sent andwed @&l P paclets. The retrieed data is finally written

into the corresponding tables of the CME database (Figure 5.3).

O WriteDB 0 MS.Get
- <Table> <Participant>
<Participant> <Attribute>
CME

<Values> Media <Value> )
Media
Database

Service

Service

Monitor

Database

Daemon

Tcl/Tk send
command

Figure5.3 The COMMA Media Service Monitor.

40



The CME Experimental Prototype

* Interface to Media Services

The media service attuibes are polled periodicalfpepending on the desired accyrad the
QoS control mechanisms that process the monitored data, a suékig@dor the poll interal is
specified.

As depicted in Figure 5.3, a media service monitor uses a paramefeizetthod to retriee
media service specific data. Tget method consists of a set of Tcl/Tk procedures usingetiiee
command. It encapsulates the refaieof the media service specific data structures. The input
parameters of thget method are a unique identifier for each participant and the name of the
attribute whose &lue the monitor has to retviee

Table7 offers a detailederview of theget methods for theic andvat media services. The table
comprises the monitor method, the atitdbbonames and thale range of the attiibes.

MONITOR METHODS | ATTRIBUTE NAME VALUE RANGE
Compression jpeg, h.261, nv
Frame rate 0..30 fps

Vic Get Bandwidth 0..3072Kb/s
Loss 0..100 %
Compression dct, dvi, gsm, Ipc

Vat.Get Bandwidth 0..70Kb/s
Loss 0..100 %

Table 7: Vic.Get and Vat.Get Monitor Methods.

* Interface to the CME database

As depicted in Figure 5.3, the media service monitor stores theveetrgata in the CME
database where a separate table for each media service iyeunglbe launched media service
monitors carry a @ number parametethat specifies an upper threshold for the stored media
service samples. If the number of retdd samplesxeeeds the @ number parametethe tables
behae like a FIFO Dbffer.

Table8 offers a description of th& VicMonitor and T_VatMonitor tables. In addition to the
monitored data, the tables contain the counter ateé#® Counter that seres as a timestamp and
as a primary & in combination with the participant attute.
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TABLE NAME TABLE ATTRIBUTE SAMPLE

A_Counter 251

A_Participant nikolaus@128.32.201.23
T_VicMonitor A_Compression jpeg

A_FrameRate 15£/s

A_Bandwidth 700 kB/s

A_Loss 9%

A_Counter 251

A_Participant nikolaus@128.32.201.23
T_VatMonitor A_Compression dct

A_Bandwidth 68 kB/s

A_Loss 11%

Table8: TheT_VicMonitor and T_VatMonitor Tables.
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Manager

5.5 Session Manager

5.5.1 User Interface

The COMMA User Intedce is mainly split into tarparts. The first part pvaes a graphical user
interface for the connection management and it is eyepldy the session initiator who creates a
session specific uitation message. The second partvides a graphical user intade for the
session management. It is emydd by all session participants in order to specify their media
service requirements.

» User Interface - Connection Management

The connection management part (Figure 5.4) of the COMMA Userdoeers emplged by the
session initiatorThe follaving session specific settings can be specified:

» A participant list that includes all participants the initiat@ms to inite to the cooperate
session. A session participant is specified through his username and the host addwess follo
the syntax <username>@<hostaddress>.

* The media services heanwts to use during the session. The current CME prototypes of
video, audio and whiteboard servicesr Each media service the user can specify an initial
quality that is mapped into media service start-up parameters. The session initiator also speci-
fies a modifiable predefined UDP port number for each media service.

» The address of the coopevatisession. In case the coopertession wolves only tvo par-
ticipants (tvo party session), the address widget specifies the unicast address of theasser’
the session initiator ants to inite. If the cooperate session wolves more than tevpartici-
pants (multiparty session), the address widget specifies a multicast address thatyiscemplo
by all participants.

» The scope radiouttons determine the scope of the coopegatession. Possible settings for
the scope are site,gien and vorld. If the destination address is not an IP multicast address,
the scope is ignored. The number that is displayed in the entry widget beneath the scope radio
buttons specifies the time todi (ttl) value. A ttl \alue of 2 restricts the tfaf to the local net
and is connected to a local scope; adtlie of 16 is connected to agienal scope and a ttl
value of 127 to a erldwide scope respecsly.
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Cr CME Connection Manager -
Participant List
| P Media Services
N Video Gos:| 3 Port: 34667
nikolaus @icsibs A :
— Aud Qo3:| 3 Port: J7ae0
alfanoizcravedad.icsi.berkeley .edu - 10 0
ulrich@tuna.icsi.berkeley .edu _| Whiteboard Qo3:| 1 Port:
Address: | 224.2.154.5
3cope
& Site
o Region
4 o hed Invite
- World
Add | Delete | Load | Save I Quit
I,

Figure 5.4 User Interfacedr Initiating a Session.

* User Interface - Session Management

The session management part (Figure 5.5) of the COMMA Userdoger$ emplged by all
session participants. It includes the faling functional parts:

» Alist of all session participants. The media service sliders and the quality meters relate to a
selected patrticipant in the list.

» A media service slider for each media service (e.g. video, audio). A shlder for a selected
participant indicates the media service quality the usetsvto recee from that participant.
If the user himself is selected in the participant list, the slidkreg indicate thevaraged
guality requirements of the other session participants.

e A guality meter for each media service. The quality meter displays the currentlyececei
quality for a selected participant. If the user himself is selected in the participant list, the qual-
ity meter displays the current sending qualfgr each media service the quality display
ranges from zero to fev Level zero indicates that the service is not being veceiThe other
levels relate to the quality rating presented in Chapter 3.
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T | CME Session Manager
Participant List Video
Inikolaus @icsibs | 1
nikolaus @icsihg A 0 1 z 3 4 S
alfano@crawdad.icsi.berkeley .edu TTInnnnm
Audio
| ]
0 1 z 3 4 5
|

Figure5.5 Control Interfacefor the Media Services.

5.5.2 Connection Manager

The CME prototype empys UNIX soclets [46] in order to prade connection management
functionalities. Sockts are a client/seev paradigm that performxactly like UNIX files or
devices, so thg can be used with traditional prinwéis like read andwrite. The CME prototype
makes use of this specific sakproperty by empiong Tcl/Tk file handlers that pvide event-
driven mechanisms for reading and writing files that mas hang I/O delays.

With the irvocation of a COMMA, the Connection Manager is initialized and enters an idle state
where it can send witations or vait for invitations. Thus, the relationship between Connection
Managers can be characterized by a j@greer model. Since the underlying communication
primitives are UNIX soaéts that follev the client/serer paradigm, this means specifically that a
Connection Manager may act at the same time as a client and asra serv
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The Connection Manager of the user who initiates a session is depicted on the left side of Figure
5.6. After the session initiator has specified his session requirements, the Connection Manager
assembles the input to awiation message.

INVITATION MESSAGE EXAMPLE

nikolaus@icsib8.icsi.berkeley.edu (session initiator)
Participant List alfano@crawdad.icsi.berkeley.edu

ulrich@tuna.icsi.berkeley.edu

Vic (Video) Qinit: 3 Port: 4568
Media Services with initial| Vat (Audio) Qinit: 5 Port: 5190
qualities and port numbers

Wb (Whiteboard) Qinit: 5 Port: 6374
Multicast Address 224.2.154.5
Session Scope Site: (ttl=16)

Table 9: Invitation Message sent by the Connection M anager.

Before the imitation message is sent to the users specified in the participant list, the Connection
Manager checks theldity of the irvited users. The checking procedure ensures the correctness
of the destination addresses. It furthearmines whether COMMA processes are running on the
involved sites, i.e. if the other Connection Managers aigng for an iwitation.

In case the check procedure succeeds, th&iion message is sent to the Connection Managers
of the other sites and tha Session state is entered. In case the check procediilse & list of
invalid or not reachable participants is displayed and the Connection Manager returnigll® the
Sate.

The callees Connection Managera#is for an initation call by listening to a well defined port.
Whenerer a session initiator sends arviiation message, the callseConnection Manager
receves the imitation request and processes it. Thated user reacts to the request by accepting
or rejecting the witation. In case the vitation is rejected the Connection Manager returns to the
Idle Sate. In case the wintation is accepted thi& Session state is entered (Figure 5.6).
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553

The CME Service Manager provides functionality for the other CME components, mainly for the
QoS Mapper/Controller, in order to start and stop media services and to set and get media service

............................

assemble
invitation message

do: check
participant list

list OK

do: display bad
participant list

Ready to invite

send invitation
message

: Caller

- -

Idle

do: wait for
invitation

receive
invitation message

eject invitation
do: process

disconnect
from session

accept invitation

Callee

Figure5.6 State Diagram for Connection Management.

Service Manager

parameters. The methods the Service Manager provides are listed in Table 10.

_____________________________

invitation request

- .

METHOD

PARAMETER

SeM::StartM$S

Media service, initial settings

SeM::StopMS

Media service

SeM::GetMSParameterNum

Media service, parameter, number of samples

SeM::GetMSParameterString

Media service, parameter

SeM::SetMSParameter

Media service, parameter, parameter value

Table 10: Service Manager Methods.
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* Start a Media Service

The SartMS method comprises geral steps that are illustrated in Figure 5.7. First, the specific
media service is launched with the initial quality parameters that haen specified by the
invitation message. In order to set the initial service parameters, the Service Managgs emplo
specific media service intade. The communication to the media service processes is realized
through the Tcl/Tk send prinmvie.

After the media service has been successfully launched, the serviggsisresl in the CME
database as afctive Media Service. The registration comprises the media service name and a
process identifierFinally, the correspondindyledia Service Monitor is started. In the monitor
start-up procedure, a separate monitor process igdoitr each media service. The process
connects to the CME database, monitors data from the corresponding media service yipgmplo
the Tcl/Tk send primitie and writes the monitored information periodically on the database.

After the Media Service Monitor has been successfully launched, the monitgisiened in the
CME database as an Aati Media Service MonitorThe rgjistration data includes the media
service name and the moni®process identifier

SeM::StartMS
Start
Media Service

Launch Register .Start _
Media Service Media Service Media S_erwce
in CME DB Monitor
Fork Monitor Register Media
Process Service Monitor
in CME DB
Service Manager
Media Service / \
Menitor Enter Media
Connect to Service Monitor
CME DB Procedure

Figureb5.7 StartingaMedia Service.
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» Stop a Media Service

The SIopMS method comprises geral steps to stop a media service properly as iIBHIEMS

method (Figure 5.8). First, the Media Service Monitor is stopped. The Service Manager performs
this task by sending a termination signal to the monitor process. The monitor process in turn
receves the signal andvnkes a signal handling routine to process the signal accurdtéythe
termination of the monitor process, the database table that contains the monitored data is cleared
and the monitor process is ugigered from the list of Acte Media Service Monitors. Finally

the Media Service is terminated by emyphg the Service Manager’interbice to the media
services. Wh the termination of the Media Service, the service process igistared from the

list of Active Media Services.

SeM::StopMS
Stop
Media Service

Stop . Unregister
Media Service Mg;ramsmea:/?ce Media Service
Monitor from CME DB

Send Unregister
Tersr’mnatllon Media Service
Igna Monitor
Service Manager

Figure5.8 Stopping a Media Service

Media Service

Monitor
Invoke Signal Clear Monitor
Handler Table from
Procedure CME DB
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* Set and Get Methods

The Service Managexr'set method is emplged to control the arious Media Services. Tlset
method is imoked by specifying a media service, a service parapaatdra parameteaiue. for
each media service, the function call is mapped into the customized media serviaeardttie
Service ManagerFinally, the n& parameter alue is transmitted to the media service by
employing the Tcl/Tk send primie.

With the Service Managerfiet method, current media service parameters arevetrigom the

CME database. In case the requested parameter is a numehiegl an additionahumber of
samples parameter specifies the monitoring period that has to be considered for the computation.
In case the requested parametalug is a string, the most recent table entry is fetched and
returned.

The set andget methods are mainly empgled by the QoS Mapper/Controller and by the User
Interface. The QoS Mapper/Controlemapping tables and control mechanisms retrieedia
service parameters, map them into resource requirements, determipanaeneter aues and
adjust media services dynamicallyhe User Intedce uses the set and get prives to set the
initial media service parameters and to refresh the display of the quality meters periodically

50



The CME Experimental Prototype

554 QoS Mapper/Controller

The QoS Mapper/Controller is mainly split into a QoS Mapper and a QoS Conffbleecore
functionality and design of both components has been already discussed invibaspiso
chapters since mapping and control aspects represent a crucial part of the CME architecture. W
now describe the inteates that are fefred by both components.

* QoS Mapper

For each n& media service that is included in COMMA, the QoS Mappextsneled by a media
service specific mapping table. The table thereby describes the mapping betwesgpplisation
and resource layers. The current COMMA prototype includes mapping tables Yo émelvat
media services. Based on the mapping tables, the QoS Mappleprthe mapping functions
illustrated in Bblell .

MEDIA SERVICE METHOD DESCRIPTION
QoSMC::VicUser2App Map user requirements into service parameters
QoSMC::VicApp2User Map service parameters into user requirements

Vic QoSMC::VicApp2Resource Map service parameters into resource values
QoSMC::VicResource2 App Map resource values into service parameters
QoSMC::VatUser2 App Map user requirements into service parameters
QoSMC::VatApp2User Map service parameters into user requirements

Vat QoSMC::VatApp2Resource Map service parameters into resource values
QoSMC::VatResource2 App Map resource values into service parameters

Table 11: Mapping Functionsfor the vic and vat M edia Services.

* QoS Controller

In Chapter 4, we discussed theeet-drven character of the QoS Controller component.
According to this specification, the CME prototype emkxtensve use of eent handling
procedures by empjing the corresponding Tcl/Tk library functions.

Two event handling types are mainly igrated in the implemented control mechanisms: file
event handlers and timevent handlers. File handlers prde an gent-drven mechanism for
reading and writing files that may yealong 1/0O delays. iime events trigger callbacks after
particular time interals.
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Resource
Monitor
Controller,

5.6 Resouice Monitor/Controller

In Chapter 2 we outlined the tasks of the Resource Monitor/Controley mainly comprised
monitoring and controlling host and nefsk resources.

In our perimental prototype, heever, the Resource Monitor/Controller only monitors the
availability of host resources and the allocation performed by the Media Services. The
consumption of netark resources has not to be monitored since this task is already performed by
the Media Service Monitors.

* Monitoring Host Resources

The available host resources (i.e. idle CPU) are monitored continuously by yniptbeiostat

BSD Unix tool. The CPU load of each media service is additionally monitored. The process
identifiers of the Actie Media Services are thereby directly rete from the CME database
tableT_ActiveMS (Figure 5.9).

e Controlling Host Resouces

In our prototype, Media Service processes run under the time-sharing class. Byirgnibie
priocntl/priocntl_set library functions, the Resource/Monitor Controller assigns process priorities
dynamically to actie Media Services. Although this mechanism vadioto prvilege certain
processes, it does nof@f QoS guarantees in absolute terms.

host::get

c
kel
O DB::write resource state | S =
a5 Reso_urce S E
CME 2 qE, resource state Monitor/ £ 8 —»
Database 58 Controller S5
2 A Host
host::set o b

process priority

Media
Service

Figure 5.9 Monitoring and Contwlling Host Resoures.

52



The CME Experimental Prototype

5.7 Functional Relationship between the COMMA Components

We conclude this chapter by prding a detailed summary of the CME prototype. Figure 5.10
depicts all the COMMA components and their functional relationships. Bpeiskues as
illustrated in Figure 5.10 are the foNmg:

« A COMMA consists of a set of processes, namely the Session Mattamdfedia Services,
the Media Service Monitors, the Resource Monitor/Controller and the CME Database.

» The COMMA processesxehange their information through the CME Database. Interprocess
communication between the fdifent COMMA processes that reside orfet#nt systems is
performed through the soekparadigm.

* Due to the emplgment of the RP application protocol, informationver the status of other
COMMA applications is obtained indirectly by the Media Services.

* Media Service Monitors collect information from adjacent Media Services by gimgplthe
Tcl/Tk send primitve. The information is written into the CME Database tabl&cMonitor
andT_VatMonitor respectrely.

« The Resource Monitor/Controller monitors the resource state and writes theetbtakies
into the CME Databasg ResMonitor.

* The components of the Session Manager (Connection MandggarInteriice, Service Man-
ager QoS Mapper/Controller)udd the core part of COMMA. QoS Mappers of fdient
COMMA sites echange their quality requirements through the CME DatabaseTtaiMeh.
The Service Manager and the QoS Mapper/Controller include a customized part for setting
Media Service parameters and performing appropriate mapping.
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Figure5.10 The COMMA Componentsand their interfaces.
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6 Conclusions and Future Work

In this work we hae presented a CoopexagiMultimedia Erironment (CME) architecture and

its experimental prototype. The architecture akothe intgration of multimedia applications in

an overall framavork and the usedriven control of the QoS of the empéxl media services. The

CME architecture comprisesanous functional components. Users can specify their QoS
requirements in a uniformay and are able to prioritize particular multimedia applications. QoS
mapping functions perform the translation from useell€oS representations into application
parameters and resource requirements. A set of QoS control mechanisms enables the dynamic
adaptation of application parameters depending on user requirements and resource status.
Resource monitoring and control lead to dicient use of resources.

There are still open issues that require furtheestigation. Among them, a better understanding

of user requirements is necessapre work is also needed in mapping user requirements into
media service parameters and system resources. Additional service and resource parameters
should be taé&n into account. Finallymore work needs to be done on defining accurate QoS
control mechanisms.

The presented architecture, viiay towvards the vision of a real multimediav@aonment, can
make the best use of netwmk protocols and operating systems thderofQoS guarantees.
Unfortunately todays dominant neterk, the Internet, can ensure only a begtrefapproach
considering data detery. On the other hand, the deptoent of netwrk protocols that &ér QoS
guarantees [3] has been rather disappointing due to the required transition tetaerk
technologies lik ATM.

From the gren scenario emges the need for a set of interrelated protocols tHat @30S
guarantees and can be easilygnéed in the Internet protocol suite. The IETF haglbped its
Resource Reseation Protocol [6] (RSVP) that permits the resgion of netvaerk bandwidth and
assignment of priorities toavious trafic types. The IETF chose RSVP for its simplicity and
robustness associated with IP and other connectionless protocols.

The Real Tme Protocol [43] (RP) works alongside TChroviding end-to-end delery of such

data as video broadcasting and multiparticipant audio and video. Feedback on reception quality
and optional identification of the reeers of the multicast stream are yiged by the real-time
transport control protocol (RCP), which is an inggral part of RP.

With the deplgment of these protocols, multimedia applications that run on the Internetfeull of
QoS guarantees. ¥ such guarantees, igi@ted control déred by an architecture kthe CME
will be essential for the quality control of multimedia sessions.
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Appendix

Preliminary M easurements

In a set of tests we analyzedwhdiost and neterk resources influence theeeution of
multimedia applications. df our tests, we chose an unidirectional video stream. This setup
enabled us toxamine specifically the CPU consumption for decoding video frames at the
receving host. The complete test setup is illustrated in Figure A.1.

As sending host (host A), we used a Bfirsparc20 wrkstation equipped with aarallax'™
video board. The &allax video board supports JPEG compression in laedwhis enabled us
to vary the video frame rate in a wide range without saturating CPU resources. On thiagecei
side (host B), we used a Sun sparairkstation with a Sun ideo™ board. The Sun video
adapter does not pridle the same hardwe support as theaRillax board, therefore the
decompression has to be done in safewvhich requires highvels of CPU resources.

We eecuted tw sets of gperiments. Br the first set of x@eriments, we considered an
environment for vorld-wide collaboration with limited, i guaranteed, netwk resources. &/
emplo/ed the MA’ [34] (Multimedia Applications on Intercontinental Highw) netvork, an
ATM network connecting North America to Europe. By setting up a loopback in Ggrnwwan
established a arld-wide ATM link with a fixed transmission rate of 1.5 Mb/s. In the second set of
experiments we used our localTK network that preides a transmission rate of 155 Mb/s
allowing us to &oid network congestion.
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Compression:  JPEG Decompression: JPEG (in software)

Figure A.1 Measurements Setup.

In the first set of xeriments, we used the Mbone tool vic [33] to send video from host A to host
B through the wrld-wide ATM link. For a progression of sent video frame rates we monitored
the displayed rate and the CPU load at the vaagiside, and the transmission rate of tiHévVA
network. To track the receing rate, we utilized the vic application itselio Thonitor the CPU
load, we emplged the Unixtop utility. The ATM network transmission rate as measured by the
SynopticdM ATM switch management tools.

Figure A.2 depicts the functional dependencies of the sending frame rate with the displayed frame
rate and the CPU utilization (at the reteg side), and the PM network transmission rate. The

three graphs illustrate the influence of both CPU andarktvesources on the displayed frame
rate. At a sending rate of 16 fps, the CPU became saturated. At 19 fps, tbekrstaame
additionally congested, leading to the dramatic reduction of the displayed frame rate at the
receving side.
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Figure A.2 Experimental Results with Host and Networ k Congestion.

In the second set of experiments, we used vic to send video from host A to host B through our
local ATM network. As depicted by Figure A.3, even though we did not encounter any problem
with the network, the CPU of the receiving host played a basic role in limiting the displayed
frame rate. Beyond the CPU saturation point (at a frame rate of 18 fps), further increases of the
sending frame rate barely altered the displayed frame rate on the receiving host.
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Figure A.3 Experimental Resultswith Host Congestion.

In our last &periment, we added a second sending host similarly equipped as host A. The results
are shawn in Figure A.4. In this case, the CPU on the nangiside became saturated at wdo

frame rate (8 fps) compared to thepoais experiment. Furthermore, pend the saturation point,

the two video sessionsfaicted each other in &ry unpredictable ay, as clearly shen in Figure

A.4. \We did not &plore ary further the reciprocal influence of theawideo sessions.
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"c-s‘ -

g o i
s 8 = T T i
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Figure A.4 Experimental Resultswith two Video Sources (Host Congestion).
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