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Abstract

Signature analysis is an important compact method in digital testing. Applying this method, a
test response sequence of a device under test is compressed by a linear feedback shift regis-
ter (LFSR, for short). Masking occurs if a faulty device yields the same signature as the cor-
responding good device. Due to the linearity of any LFSR, this happens if and only if the
‘error sequence' which is obtained by the 'exor' operation from the correct and the incorrect
sequence, leads to the zero signature.

The masking properties of signature analyzers depend widely on their structure which can be
expressed algebraically by properties of their 'characteristic polynomials'.

There are three main directions of research in masking properties of signature analyzers:

(i) more general masking results either expressed by the characteristic polynomial or in terms
of other LFSR properties;

(it) 'quantitative' results, mostly expressed by computations or estimations of error
probabilities;

(ii1) 'qualitative’ results, e.g. concerning the general possibility or impossibility of LFSR to
mask special types of error sequences.

Following the third direction, we present a survey of masking properties of signature analyz-
ers concerning error sequences having any odd weight, in the lecture. There are some results
but also many open problems in this field. We have found some further insights in these
problems by computer simulations.



0. Introduction

In the field of fault diagnosis of digital devices, signature analysis is well known as a special
compact method used as well for testing and troubleshooting digital systems as for built-in
self-testing of integrated circuits.

The basic idea of signature analysis consists in compressing any test response sequence of a
device under test using a linear feedback shift register, and in comparing only the result of
this compression (the so-called signature) with the signature of the response sequence ob-
tained from the corresponding good device. As a consequence of the compression, it may
occur that some faulty device yields a response sequence different from the sequence of the
good device, but the corresponding signatures are equal. In this case the fault will not be
detected by signature analysis, and this situation has been termed masking, or, in other
references, aliasing.

In many articles, starting with the papers [BCA], [F], [D], [KMZ], and [S], for example,
various results about masking have been published. The study of masking in signature
analysis is based on an interesting mathematical background, in algebra and probability the-
ory as well as in automata and graph theory. On the other hand, there are some open prob-
lems which can be rather easily formulated.

The report is divided into three main sections. Section 1 contains a short introduction in the
field of testing digital devices. After some general remarks on compact test methods which
are presented in Section 2, the masking problem by signature analysis will be considered in
Section 3. Finally, some concluding remarks will be given.

1. On digital (hardware) testing

The following picture illustrates the main components of a general test system for digital
hardware.

| Test- Device Test-
T: pattern .| under . |Tesponse
generator test evaluation
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The middle component (m), the device under test (DUT, for short), can be an integrated
circuit, a board, or a digital system, for example. On the other hand, from its logical struc-
ture, it can be a combinational circuit as well as a (clocked or unclocked) sequential circuit.
It is a necessary precondition for any kind of testing that there is a special fault model. Tra-
ditionally, the 'stuck at 0/1" model is widely used. In this model, faults consist in restricting
the logical value of some internal wire to the constant 0 or 1, respectively, starting on a spe-
cial location (such a gate input or gate output, for example).

On the other hand, some different or extended or more special (the latter one for particular
kinds of circuits) fault models, respectively, are also considered in the literature of testing.
More information can be found in [R], Chapter 3.

The aim of testing consists in 'stimulating' the inputs of the DUT in such a manner than many
internal fault (defined by the fault model) will be detected by some corresponding output
values which are said to be the test responses. In testing theory, the words ,,control and ob-
serve* are used to express the relation between test inputs and test responses with respect to
fault detection.

The left component (I) of the figure T, the test pattern generator, has to solve the problem
of generating a sequence of inputs such that a maximal number of potential faults of the
DUT (again, defined by the fault model) can be observed by some responses. With other
words, a good 'fault coverage' is the main goal of the test pattern generation. It is easy to
imagine tha this problem can be very complex. In fact, already in 1975 it has been proved by
Ibarra and Sahni that there are NP-hard problems with respect to the test pattern generation
even for rather restricted combinational circuits [I1S]. For sequential cirquits, however, there
are some PSPACE-complete testing problems [YL], and in recent papers [BJ1], [BJ2] fur-
ther results can be found.

In general, the length of the test input sequences will increase if the DUT will become more
complex. For practical applications, there are some rules (‘design for testability'; cf. [R],
Chapter 5, or, in particular, [WP], for example) concerning the circuit design which should
lead to an easier testing. As an important example, we mention the modularity where some
smaller parts of the DUT could be tested either exhaustively or randomly. There is a lot of
papers concerning properties of exhaustive, pseudoexhaustive, or random testing.

Finally, the right component (r) of the figure T is devoted to the test response evaluation.
The exact content of this component depends widely on the kind of the DUT, or on the
background of the test method. In general, there are some different classifications.

At first, we must distinguish between a pure ,,go — don't go go* decision (which is some-
times also denoted by ,,testing® but in a restricted sense), and a two-level procedure which is
said to be fault diagnosis, in general. This procedure consists in a testing stage followed by
a second stage which will be applied if a fault has been found, und which has the objective of
fault localization (or, equivalently, fault isolation, or fault finding). Such a diagnosis is
mostly applied to boards or systems but there are also applications to integrated circuits.



Secondly, a diagnosis can be executed during several phases in the design, fabrication or
even application of a digital device. We mention only the design (or prototype) test, and the
production diagnosis performed by the producer as well as some diagnostic tools used in
service. Latter ones are off-line techniques, in general, but there are also on-line methods for
fault diagnostics.

Finally, a diagnosis procedure can be applied ‘externally’ controlled by some ,,automatic test
equipment® (ATE, for short) but there are also 'internal’ test methods using (almost) only
such tools which are parts of the DUT itself. Such devices are commonly referred to be
»Built-In Self-Test” tools (BIST, for short, cf. [R], Chapter 5, or, in particular, [MC1],
[MC2], for example). In particular for diagnosis methods of the latter kind but also in other
cases (if a fault isolation is based on 'fault dictionaries', for example), the amount of the di-
agnostic data can be too large such that the evaluation of the test responses would become
very inefficient. For such cases, compact methods have been developed which lead to a re-
duction of this data amount.

2. Compact methods in test response evaluation

If a compact test method will be used then the structure of the general test system T consid-
ered in the last section will be changed in the following way.

| Test- Device Test- Compressed
C - | pattern  |. |under | |response . | response
generator test COMPpression evaluation
(1) (m) (r) (r)

In this figure, the right component (r) from the original picture T has been changed into a
similar device (r'). The new device, however, does not evaluate the complete test response
sequences but only the result of some data compression. This compression will be performed
by the completely new component (r'*) which is not contained in the figure T but which is
now directly connected to the output lines of the DUT.

The response data compression can be performed either serially, or in parallel, or in any
'mixed' manner. A purely parallel compression yields a ‘global’ value C describing the com-
plete behaviour of the DUT; such a method should be mainly applied for ,,go — don't go*
tests. On the other hand, if additional informations will be needed for fault localization then a
serial compression technique has to be preferred. Using such a method, a special compressed
value C(R;) will be generated for any output response sequence R; where i ranges between 1
and the number of output lines of the DUT.



2.1. Examples

In the following we will shortly consider some examples of serial data compressions which
are sufficiently well studied, and which have been successfully applied in the field.
Let X=(Xy,...,X{) be some binary sequence. Then, the sequence X can be compressed as
follows.
t-1
a) By transition counting: T(X) = 2 (Xj O Xj4+1) (Hayes, 1976);
i=1
here the symbol '0" is used to denote the addition modulo 2, but the sum sign must be
interpreted by the usual addition;

b) by syndrome testing (or ones counting): t

Sy(X) = 2 X (Savir, 1980);
i=1

¢) by accumulator compression testing:

t k
A(X) = 22 X; (Saxena,
k=1i=1 Robinson 1986).

In each one of these cases, we have the ‘compression rate' n => O(log n).

The following well-known methods lead even to a constant length of the compressed value:
d) the parity
t

Px) = L] x;,
i=1
where the bigger symbol '0" is used to denote the repeated addition modulo 2, and
e) the cyclic redundancy check (CRC, for short), performed by a linear feedback shift
register of some fixed length n > 1.
Such devices will be considered in the next section. Here it should only be mentioned that
the parity test is a special case of the CRC for n = 1.

Examples of parallel and/or mixed data compressions can easily be given by extending the
methods discussed above on more than one output sequence. A purely parallel compression
is performed by parallel signature analyzers which will be shortly mentioned in the conclud-
ing remarks.



2.2. Masking

The data compressions considered in this field have the disadvantage of some loss of infor-
mation. In particular, the following situation may occur.

Let us suppose that during the diagnosis of some DUT, any 'expected’ sequence XO will be
changed into a sequence X due to any fault F such that it holds XO # X. In this case, the
fault would be detected by monitoring the complete sequence X.

On the other hand, after applying some data compression C, it may be that the compressed
values of the sequences are the same, i.e. C(X0) = C(X). Consequently, the fault F which is
the cause for the change of the sequence X0 into X cannot be detected if we only observe
the compression results instead of the uncompressed sequences.

This situation is said to be masking or aliasing of the fault F by the data compression C.
Obviously, the background of masking by some data compression must be intensively stud-
ied before it can be applied in compact testing. In general, the masking probability must be
computed or al least estimated, and it should be sufficiently low. Many papers on compact
methods contain such estimations.

Let us consider some examples of masking by the first four data compressions considered
above.

For the input sequence

X0=(1,1,0,0,1,0,0,0), we get T(XO) =Sy(X0) =3, P(X9) =1, and A(XO) = 19.

Now consider the sequence

X=(1,0,0,1,1,0,0,0), which may be obtained from X0 by a fault which has
changed as well the second as the fourth bit (and which has therefore generated a so-called
two bit error).

Obviously, it holds T(X) = Sy(X) =3, P(X) = 1, and therefore this fault would not be de-
tected by transition counting, syndrome testing, and parity check.

On the other hand, it holds A(X0) = 17, and therefore this fault would be detected by accu-
mulator compression testing. It is something more difficult to construct a sequence X' such
that X' # X0 but A(X') = A(X9); an example is the sequence X'=(1, 0,1, 0,0, 1, 1, 0).



3. Signature Analysis

In this section, signature analyzers are introduced as special devices to perform data com-
pressions, and their masking properties are studied.

3.1. Basic notions

A general n-stage signature analyzer (n-SA, for short) is a linear feedback shift register S
which is built up in the following way, where the symbols S; are used to denote memory
elements, and the symbols r; for binary multipliers (indicating the presence or absence of a
feedback connection after S, !), i = 1,...,n. Moreover, the symbol [ must be interpreted by
a modulo-2 adder, and x and y denote the input and the output of the n-SA, respectively.

-

}I\

An n-SA is said to be degenerated if it holds ry = 0, and non-degenerated otherwise.
Moreover, the 'extremely degenerated' n-SA without any feedback connection (i.e. rj =0 for
i =0,...,n-1) will be referred to be the trivial n-SA. In most cases, however, only non-de-
generated SAs will be considered.

For any n =1, an n-SA is a deterministic linear automaton S = (V, V, V"), i.e. its input space
as well as its output space is the one-dimensional vector space V = {0,1} over the Galois
field GF(2)), and its space of states is the n-dimensional vector space \V".

The behaviour of S can be described by using the three matrices B=(1 0 ... 0)T (the input
matrix), C=(0 ... 0 1) (the output matrix), and the following system matrix A.

I_rn-l 2 -+ 1 To -I
| 1 O ... 0 0 ]
A= ] O 1 0 0 |
1 Do ]
1 O O ... 1 0 |
L d



For any state s=(S,...,s) T of the memory elements Sy,...,S,,, and any binary input x, the next
state s', and the output y of the n-SA are then given by the vector equations s'=As+Bx, and
y=Cs. We remark that the states are represented by column vectors which is indicated by the
transposition symbol ,,T *.
The binary constants rq,...,r,,_; defining the feedback connections can be regarded as the co-
efficients of a polynomial pg which has the degree n, and which is said to be the character-
istic polynomial of the n-SA S:

Ps(X) = X+, XL 4rox24r x4,
As we will see later, the masking properties of any n-SA S depend widely on the
»factorization state* of its characteristic polynomial pg (i. e., if pg is reducible then they de-
pend on the properties of its ,,prime factors®, or, if it is irreducible then they depend on its
»primitiveness® or ,,non-primitiveness®).

Using the initial state ZERO:=(0,...,0)T, the signature S(X) of any binary input sequence
X=(Xq,...,X¢) 1s then defined as the final state of the n-SA S which is reached after t steps,
when all elements of the input sequence X have been processed. By this, the definition of the
last kind of data compression presented in Section 2 is complete now. Therefore, masking
could be regarded as a special case of the general definition given in Section 2 but we prefer
to formulate the definition here once more explicitely.

Let X be any response data sequence produced by a device under test, and XO the sequence
generated by the same test pattern from the corresponding good device.

Then, masking or aliasing (of the fault which causes our device to produce the error pat-
tern X instead of the correct sequence XO) is defined by the conditions

(i) the sequences are different: X # X0, and

(i) they produce the same signature: S(X) = S(X0).
Due to the linearity of SAs, masking occurs if and only if X # X0, and S(X+X9) = ZERO.
Therefore, it is sufficient to consider only ,.error sequences” E=XXO (instead of all pairs
(X, XO) of erroneous and good sequences), and to study their ,.error masking property*
S(E)=ZERO.
It should be remarked that the data compressions T, Sy, and A defined in Section 2, are not
linear, in general; counterexamples can be obtained by the examples considered above.

3.2. Masking results

Research on masking properties of signature analyzers play an important role in many papers
on signature analysis. To some extent simplified, this research can be divided into three
major directions.

The first one includes more general masking results which are based either on the character-
istic polynomial or on other SA properties.



We illustrate this kind of studies by one example; the following fundamental result was
firstly presented in [S]:

M1. Any error sequence E=(es,...,et) is masked by an SA S if and only if its
»error polynomial® pg(x) = eyxt-1+...+e¢.1x+e¢ is divisible by the characteristic
polynomial ps(x).

The second direction in masking studies which is represented in most of the papers concern-

ing masking problems, can be characterized by ,,quantitative” results mostly expressed by

some computations or estimations of masking probabilities. The following example of a re-

sult of this kind has already been presented in the early papers [BCA],[GN] and [F], and it

can be easily obtained (by a counting argument) as a consequence of Smith's Theorem M1.

M2. If we suppose that all error sequences having any fixed length are equally likely
the masking probability of any n-stage SA is not greater than 2-N.

It is important to remark that the assumption of equal likelyhood of error sequences is not
realistic, and therefore the value of this estimation is rather low. As Smith has pointed out,
the result is true even for the trivial n-SA (which leads to the strange compact method to
monitor only the last n bits of any test response sequence).

The third direction in studies on masking contains ,,qualitative” results concerning the gen-

eral possibility or impossibility of SAs to mask error sequences of some special type. Exam-

ples of such a type (considered already in [S]) are burst errors, or sequences with fixed

error-sensitive positions.

Traditionally, error sequences having some fixed weight are also regarded as such a special

type, where the weight w(E) of some binary sequence E is simply its number of ones.

We will study masking properties for such sequences without restriction of their length.

Some of the results are simple consequences of Smith's theorem but some of them have been

published earlier (in some cases without any proof).

The first example of a result of this kind has in essence already been presented in [Fr]

(announced yet earlier in [GN]) as an big advantage of signature analysis against transition

counting. It should be remarked that the condition to be non-trivial has been mentioned only

by Smith in 1980.

Ma3. If the SA S is non-trivial then masking of error sequences having the weight 1 by
S is impossible.

Let us use this ,,traditional* result to divide our further discussion of masking properties into
two parts with respect to error sequences which have any odd weight, or any even weight,
respectively. Firstly we will consider error sequences of even weights; this case is in fact far
less interesting than the other one.



The following property has been conjectured in [L] and proved in [G0].
M4. For any SA S there exists some error sequence E such that w(e)=2, and E is
masked by S.

Applying again Smith's theorem M1, this result is a consequence of the well-known fact that
any polynomial p(x) divides some binomial xM+xX where k < m. It should be remarked that
for non-degenerated SAs there is always such a binomial which has the form xM+1.
Obviously, from the result M4 we can draw the conclusion that for any SA S and any even
weight e=>2 there is some error sequence E such that w(E)=e and E is masked by S. This
means, that masking of even weighted error sequences is possible by any SA.

For error sequences with any odd weight, however, this is not true; cf. the result M3 above.

Moreover, the next masking property which has been observed already in [D] and [HL],

characterizes a class of SAs which are generally not able to mask such error sequences.

M5. Any SA S cannot mask error sequences having any odd weight if and only if its
characteristic polynomial ps(x) is divisible by the polynomial x+1.

Let S be any n-SA such that (x+1) divides the caracteristic polynomial ps(x) (obviously, this
is equivalent to the fact that S contains some odd number of feedback connections). Then
the result M5 is based on the decomposition of S into the ,,parity* 1-SA P which has the
characteristic polynomial x+1, and some other (n-1)-SA S' (cf. [Gi] or [VP] for more de-
tails). In a certain sense, this decomposition preserves the masking properties, in this special
case the obvious property of the 1-SA P not to be able to mask any odd bit error sequence.
It should be mentioned that some properties of the parity are presented in the paper [C].

By the result M5, a classification of signature analyzers according to their ability to mask
error sequences of any odd weigth, becomes very easy. Masking of sequences of this type by
some SA S is impossible if and only if the number of feedback connections in S is odd , or,
equivalently, if the number of terms in the characteristic polynomial ps is even. It should be
mentioned that such a classification of SAs has been already introduced in [HL] and [L]
where it was based on observations about masking probabilities with respect to error
sequences of some odd weight.

Let us now restrict our main attention to SAs with some even number of feedback connec-
tions. It depends widely on further properties of the characteristic polynomial pg if such a
SA S can mask some error sequence having any fixed odd weigth u, or not.

For u=1, a simple criterion is given by the result M3 above — one bit error sequences can be
masked only by trivial signature analyzers.

But for any u > 3, we do not know sufficient and necessary conditions which describe the
ability of SAs to mask some error sequence E where w(E)=u.



In particular, for u=3, we have the following open problem:

P3. How can we characterize the class of those SAs which are able to mask
some error sequence E such that w(E)=3 ?

By the result M1, this problem is equivalent to the following open question:

P3". When does a polynomial of the form x"+ry,_;x"-1+...+r;x+1 divide
some trinomial xXG+xK+1, where 1 < K < G, over the field GF(2) ?

Let us now present some weaker results related to the problem P3.

M6. The following conditions are sufficient that for any n-SA S thereis some masked

error sequence E such that w(E)=3:

a) the characteristic polynomial of S is

1. some power p€ of a primitive polynomial p which has a degree d =2, where e =1,

2. the product g-r of two primitive polynomials of degrees k, m such that k, m =2,
and their exponents 2k-1 and 2™-1 do not have any common divisor d > 1;

b) there are at least 2n-1+1 states which are ,,0-successors* of the ,,unit state*
$;=(1 0 ... 0)T (i.e. they are states of the form AK(s,) for some k>1);

c) thestate (11 ... 1)Tisa,,0-successor of s;.

Remark: These results, in particular b) and c¢) are much easier to understand and to prove
using the graph theoretic concepts presented in Section 3.3. We will discuss them later in
that section.

On the other hand, there are also sufficent conditions for the inability of SAs to mask some
error sequence which has, more generally, any fixed odd weight. Here, the family of SAs
Vo which have any even lenght 2k > 4, and which are ,,complete” (i.e., there are feedback
connections into all memory elements ), play an imortant role.

M7. If for any k>1, the characteristic polynomial of any SA is some product g-vok
including the ,,complete 2k-degree polynomial v, (x) = x2k+x2k-1+__+x2+x+1 then
it cannot mask any error sequence E such that w(E) is odd, and 1 < w(E) < 2k-1.

As a consequence of the result M1, we know that there are masked error sequences with the
weight 2k+1, for the 2k-SAs V,, itself (e.g., their characteristic polynomials v, ).

It should be of some interest to observe that there are quite different factorizations of the
polynomials vy, for k = 2. For example, the polynomials vy,, vig, and v,g are irreducible;
Vyo,..., Vg are products of two factors; v, of four, and vy, of six (all the primitive degree 5
polynomials!).
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Obviously, v, is the only primitive polynomial of this kind; none of the other irreducible
polynomials v, (k = 2) can be primitive because it holds (x+1)-v,, = x2k+1+1,

Furthermore, the next statement gives a connection between different odd weights, it fol-
lows easily from the result M4 above.

MB8. If for any odd integer u there is some masked error sequence having the odd
weight u then there are also masked error sequences with any other odd weight
v>Uu.

Similarly to P3 but more general, there are also problems 'Pu’ regarding the other odd num-
bersu =5, 7,... ; they consist in describing necessary and sufficient conditions for signature
analyzers to be able to mask some error sequence E where u is the exact weight w(E) of the
sequence E.

By the property M8, the following connection between these problems is given. For any n-
SA S which has some even number of feedback connections, there is a odd number ug =3,
such that there are sequences masked by S which have some weight which is not less than
U, but S is not able to mask some error sequence E such that w(E) is odd, and w(E) < up.

Therefore, the problems mentioned above can be slightly reformulated now, u =5, 7,...:

'Pu’: How can SAs be characterized which are able to mask some odd weight error
sequence E if and only if w(E) 2 u ?

11



3.3. Graph theoretic concepts

Now we introduce some types of graphs which are connected with SAs and which are useful

to express results on masking by the corresponding SAs.

Let S be any n-SA, and A its system matrix. Then S can be represented by a directed graph

Gs=(VN, EOIEL), which is said to be the register graph. In this graph, the vertices are the

states of the SA S, and the ,,0-edges” from EO as well as the ,,1-edges* from EZ, respec-

tively, are pairs (s,8') of states such that s'=As (i.e. s' is the immediate 0-successor of the

state s), or s'=As+B (i.e. s' is the immediate 1-successor of s), respectively.

The following property is an easy consequence of definitions given above.

GO0. Any error sequence which is masked by some SA S defines a uniquely determined
path starting and ending in the state ZERO of the register graph Gs.

Moreover, the autonomous graph of any SA S is simply defined as the subgraph of the
register graph Gg which contains only the 0-edges: As=(\V", EO).

If S is non-degenerated then the autonomous graph Ag consists of some cycles. In any case,
the zero cycle C, which consists only of the state ZERO and its related zero edge which is a
loop, and the unit cycle C; including the ,,unit state (1,0...,0)T (where the one is stored in
the first memory element S,), are special components of the graph As.

To illustrate these notions by examples, we present the register graph and the autonomous
graph for the ,,complete” 4-SA V4 (we recall that x4+x3+x2+x+1 is the characteristic poly-
nomial of this SA) where the states are presented in the hexadecimal system, the 0-edges are
drawn by thick lines, and the 1-edges of Gv, are drawn by dotted lines, respectively.

Register graph Gy, Autonomous graph Av,

12



In general, the structure of the remaining components of the autonomous graph Ag depends
widely on the characteristic polynomial of the SA. We present here only some special prop-
erties; more results and proofs can be found in [Gi], and [VP], for example.

G1. If the characteristic polynomial ps of any n-SA S is irreducible then its autono-
mous graph As consists of the zero cycle Cg and k other cycles where all of them
have the same length I, and it holds k.l = 2" —1. If, in particular, ps is primitive
then the unit cycle C, contains all the 2" -1 non-zero states (i.e. k=1).

If any SA S has a reducible characteristic polynomial ps then a first rough idea about the
structure of the autonomous graph As can be obtained using the ,,factor polynomials“ which
are present in the decomposition of S. This can be done using the notion of the cycle set
which contains informations on the number of cycles and their lengthes. The definition and
further properties of cycle sets can be found in [Gi], [L], and [VP].
With regard to our problem of masking of odd weight error sequences by any non-degener-
ated SA S, it is important to know how the cycles of Ag are connected by 1-edges of the
register graph Gg, from the following reason. While S is processing a subsequence of zero
bits from any error sequence E, it will remain in the same cycle. Only by the input bit 1, it
can be moved into another cycle. To get a description which is far less complicated than that
one by the rather large register graphs, we now suppress the state transitions resulting from
0-inputs which are not essential with respect to the masking problem. We observe, however,
all the possible transitions between cycles which are caused by 1-inputs. This leads to the
following definition which is restricted here to non-degenerated SAs (cf. [He], [L], or [VP]
for more details, and the latter reference for the general case).
Let S be any n-stage SA. Then the transition graph Tg consists of the set of all cycles of
the autonomous graph Ag as its vertex set, and of the edge set specified as follows. Two
cycles C, C' are connected by an edge (C,C") if and only if there are statessinC and s' in C'
such that the ordered pair (s,s") is an 1-edge in the register graph Gg considered above.
The following property of transition graphs is not difficult to prove ([VP]).
G2. The transition graph Tg is strongly connected for any SA S, and its edge relation
is always symmetric.

As an example, we present the transition
graph of the 4-SA V, Due to the symme-
try mentioned above, all edges are drawn

without directions. /
The cycles C; are named by their least C —C

member i, i = 0, 1, 2, 7. Each one of the 0 1\
cycles C;, C,, and C, consists of five
states because the characteristic polyno-

mial vg4 is irreducible (cf. the result G1
above).

— &0

M

O

@
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It should be noted that graphs of this kind (undirected ones which may contain some loops)
are usually not considered in graph theory. For our background in masking of odd weight
sequences, however, some of these loops can be very important.

Our knowledge about further general properties of transition graphs is rather low. For any
register length n such that 6 < n < 15, it is mostly based on results of rather simple simula-
tion programs. It should be of some interest to develop more efficient LFSR simulation
algorithms to obtain further and better simulation results.

It must be mentioned here that one theorem (Satz 31, concerning isomorphisms between
transition graphs) published in the book [VP] has been disproved by one of the very first
running simulation programs! By the simulations based on this program we realized that
there are different products of irreducible polynomials of the degrees 3 and 6 which lead to
non-isomorphic transition graphs of the resulting 9-SAs. (In fact, the first of this graphs
contains a loop on the unit cycle but the other one does not.) Fortunately, the theorem could
be saved but only in a considerably weaker form (the preconditions must be similar to the
formulation in the result M6a2 stated above).

To give precise notions of such special properties mentioned above, we can define the depth
d(Ts) of the transition graph by the maximal level of its nodes, and the breadth b(Ts) by
the maximal cardinality of all sets which include all the nodes which have the same level.
Here, the level I(Cy,) of any node Cy, is simply its distance (which is defined in the usual
way) from the zero cycle Co. For any SA, the unit cycle C is obviously the only node of the
transition graph Ts which has the level 1.

It follows immediately from the property G1 that d(Ts) = b(Ts) = 1 for any n-SA S if its
characteristic polynomial ps is primitive. Therefore, the number 1 is a 'tight' lower bound for
d(Ts) as well as for b(Ts) which occurs infinitely often.

On the other hand, it should be of some interest to find general nontrivial upper bounds of
d(Ts) and of b(Tg) in terms of the register length. For two special types of SAs, which are
closely related, the following simple estimations of d(Ts) have been stated in [PI], using
notions and methods from combinatorics (in particular, Polya Theory).
G3 a) d(Ts) = n+1 if S'is the ,,simple* n-SA such that ps (x) = x"+1;

b) d(Ts) = m+1if S =V, is the ,,complete* 2m-SA such that ps =vom.

Now we return to our masking problem. The following property is a simple consequence

from the result GO, and from the definition of the transition graph.

GO'". Any error sequence E can be masked by any SA S if and only if there is a path
which has exactly the length w(E), and which begins and ends in the zero cycle, in
the transition graph Ts.
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Obviously, if the weight w(E) of a masked error sequence is a odd number then at least one
edge of such a path in the transition graph Ts must connect two nodes having the same
level. In general, an edge (C;j, Cx) belonging to Ts where I(C;) = I(Cy), is said to be a cross-
edge. Moreover, the unique level of the two cycles connected by some cross-edge ¢ will be
said to be the level of the cross-edge c (l(c), for short).

Let now the integer u be some odd number, and u =3, and let us return to the general prob-
lem 'Pu’ considered in Section 3.2, where we asked for conditions about SAs S such that

(i) there is some error sequence E such that w(E)=u, and E is masked by S, and

(i) masking of any error sequences E by S is impossible if w(E) is odd, and w(E) < u.

Using the notion of a cross-edge, we can easily see that the existence of a cross-edge on the
level k=(u-1)/2 in the transition graph Ts implies the condition (i).

Moreover, it is easy to prove the following result.
G4. The fact that k=(u-1)/2 is the lowest level in Ts where a cross-edge exists,
is equivalent to the validity of the conditions (i) and (ii).

Therefore, it is important to search for the first (lowest-level) occurence of cross-edges in
transition graphs.

In particular, we have to consider the level 1, if u=3. As stated above, on this level there is
the unit cycle only. Therefore, a cross-edge on this level must be a loop. Using this fact, we
can state a third equivalent form of the problem P3 from Section 3.2.

P3". When does the transition graph Ts contain a loop on its first level ?

Now we can give some remarks with respect to the proof of the result M6 stated in the last
section. If there are at least 2"1+1 states in the unit cycle C; of any n-SA, then a cross-edge
must exist there, this follows by a simple state counting argument. But this is true, in par-
ticular, for SAs S where the characteristic polynomial ps is primitive. In this case, ps is a
divisor of some trinomial (cf. P1' above), and it can be shown that this does also hold for any
power of ps. A proof of this statement as well as a proof for the result M6a2 can be found in
the book [PV], pp.150-152.

Let, finally, the state s* = (1 1 ... 1)T belong to the unit cycle C; in the autonomous graph
As. We can suppose that S has some even number of feedback connections. Therefore , the
0-successor of s* is the state (1 1 ... 1 0)T, and, consequently, s* is its own 1-successor. But
this implies that there is a loop on C; caused by the 1-edge (s*, s*) in Gs.
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For any integer k = 2, cross-edges on the level k may be loops as well as 'ordinary' edges (cf.
the example above), and they can occur on different locations inside the transition graph Ts.
With respect to our odd-weight masking problem, however, the levels of cross-edges are
much more interesting than their exact position (with respect to the breadth, for example).
This can be expressed by the introduction of a fourth SA graph type which is some more
reduced with respect of its size.

The reduced transition graph (RTG, for short) Rg of some SA S contains all the levels
Lo,.L1,.Lo,...,.L; of the transition graph Ts, as its nodes. Edges of the RTG are all the
ordered pairs (L, Li+1) where i= 1,..., r-1, at first. Moreover, further edges may occur
which are loops; a loop (L, Lj) must be included if and only if there is some cross-edge ¢ in
the transition graph Ts such that I(c) = i.

The general structure of any RTG can be described by some ,,chain® 1—X—X— . . . —X,
where X= 1 must be interpreted by a node without loop, and X= 0 is a node with a loop.
Obviuosly, it holds Ry, = 1—1—0 where the 4-SA V4 is our example considered above.

In general, we obtain from the result G4 that the masking problem 'Pu’ is obviously equiva-
lent to the problem to find sufficient and necessary conditions of SAs such that the first (i.e.
lowest-level ') loop is located exactly at the level k =(u-1)/2, in their RTG.
This means that the RTG Rs of such a signature analyzer S must have the following form
1—1— ... —1—0—X—...—X.
L exactly k ones 4
In particular, we can now state a further description of the open problem P3 in terms of the
reduced transition graphs.
P3". When has the reduced transition graph Rs of any n-SA S the form
1—0—X—...—X?

On the other hand, a more general problem caused by RTGs is the following question.
Whichtypes of ,,binary patterns®“ can be in fact generated by signature analyzers as their
reduced transition graphs? This problem is widely open; some first simulation results can be
found in the conference paper [Vo].

4. Concluding remarks

1. The important problem of the computation or estimation of masking probabilities has only
been mentioned some times in this report. An useful framework for such problems could be
given by a further kind of graphs connected with SAs, the so called weighted transition
graph Ws. This graph is simply the transition graph Ts introduced above but now again re-
garded to be a directed one, and, moreover, it contains an additional edge weight function.
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More precicely, if e=(C;, Ck) is some edge of Tg then its weight will be given by the fraction
w(e)=c/m. In this fraction, the enumerator c is the number of all 1-edges leading from states
which belong to the cycle C; to such states belonging to the cycle Cy, while the denominator
m is simply the total number of all states included in the cycle C; which is the origin of the
edge e.

The edge weight w((C;, Ck)) will then be interpreted as the probability to reach the node Cy
by one '1-step’ which starts on the node C;. The reference [HL] can be used as an example of
an application of this concept to calculate masking probabilities.

To illustrate this notion, we include to the
right the weighted transition graph of the
‘complete’ 4-SA V,

< )e

O

0.4
As mentioned above, in comparison to the 0.2 /"ﬁ.:l’ 2
transition graph given in Section 3.3, all C 1=C 4 ']-4[“-2
edges have been 'redrawn’ with their ori- 0 1}4\
ginal directions, and the edge weights are C

represented by decimal fractions.

0.4

We remark that also (as the definitely last graph typeconsidered in this report) a ‘weighted
reduced transition graph' may be introduced which is a simple combination of the reduced
and the weighted transition graph, respectively.

2. In this report, we restricted our attention only to LFSRs but also other linear devices are
commonly considered as generators of signature-like data compressions. The following lin-
ear automaton is well known as a division circuit, and it is applied especially in coding the-
ory (cf. [PW], for example). On the other hand, there are also applications in signature
analysis; some basic properties, and the relationsbetween these automata and LFSRs are
studied in [VP]. Moreover, it should be mentioned that also (so-called ,,hybrid*) combina-
tions of these types are considered in some references (e.g. [HI], [WM]).
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3. Finally, let us shortly consider two of the parallel versions of signature analyzers. Such
devices have been introduced as a built-in self-test tool in [KMZ]. We already mentioned in
Section 2 that such automata can be applied to perform a parallel data compression.

For ,serial signature anlyzers* the two types considered so far are completely equivalent
with respect to their masking properties. There are considerable differences, however, be-
tween the kinds of parallel SAs shown below, already with respect to the masking of odd-
weight error sequences (cf. [VP], p.176).
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