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Abstract

In this paper, we describe the theoretical formulation of REMAP, an approach for
the training and estimation of posterior probabilities using a recursive algorithm that is
reminiscent of the EM (Expectation Maximization) algorithm (Dempster et al. 1977) for
the estimation of data likelihoods. Although very general, the method is developed in the
context of a statistical model for transition-based speech recognition using Artificial Neural
Networks (ANN) to generate probabilities for hidden Markov models (HMMs). In the
new approach, we use local conditional posterior probabilities of transitions to estimate
global posterior probabilities of word sequences given acoustic speech data. Although
we still use ANNs to estimate posterior probabilities, the network is trained with targets
that are themselves estimates of local posterior probabilities. These targets are iteratively
re-estimated by the REMAP equivalent of the forward and backward recursions of the
Baum-Welch algorithm (Baum et al. 1970; Baum 1972) to guarantee regular increase (up
to a local maximum) of the global posterior probability. Convergence of the whole scheme
is proven.

Unlike most previous hybrid HMM/ANN systems that we and others have developed,
the new formulation determines the most probable word sequence, rather than the utterance
corresponding to the most probable state sequence. Also, in addition to using all possible
state sequences, the proposed training algorithm uses posterior probabilities at both local
and global levels and is discriminant in nature.
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1 Introduction

The ultimate goal in speech recognition is to determine the sequence of words that has
been uttered. Classical pattern recognition theory shows that the best possible system (in
the sense of minimum probability of error) is the one that chooses the word sequence with
the maximum probability (conditioned on the evidence). If word sequence

�
is represented

by the statistical model ��� , and the evidence (which for our purposes is acoustical) is
represented by � , then we wish to choose the sequence that corresponds to the largest��� ���
	 ��� . In (Bourlard & Morgan 1994), summarizing earlier work (such as (Bourlard
& Wellekens 1989)) we showed that it was possible to compute the global a posteriori
probability

��� �	 ��� of a discriminant form of Hidden Markov Model (HMM) � given
a sequence of acoustic vectors � . This was done in the framework of hybrid speech
recognition systems using HMMs together with an Artificial Neural Network (ANN), or
more particularly a Multi-Layer Perceptron (MLP), to estimate the HMM (local) emission
probabilities. We had two goals in doing this:

1. To use more discriminant models that are trained according to the Maximum A
Posteriori (MAP) criterion instead of the commonly used Maximum Likelihood (ML)
criterion.

2. To define an approach to properly interface ANNs (and in particular, MLPs) with
HMMs. In this framework it was shown that it is possible to train systems mini-
mizing common cost functions to generate posterior probabilities of output classes
conditioned on the input pattern. However this required the definition of a new HMM
formalism to accommodate such probabilities.

However, in order to get reasonable results in our late-80’s efforts, we had to simplify
the original scheme. We now view these changes as being a consequence of our limited
understanding, rather than any fundamental limitation. Despite the restricted implemen-
tations (which will be briefly described in Section 6 of this paper), we still were able to
alleviate some drawbacks of the typical HMM approach, including:

1. strong distributional assumptions

2. lack of discrimination

3. little incorporation of time correlations

Despite the potential improvements over these limitations, hybrid HMM/MLP pro-
cedures still estimated probabilities for likelihood-based models. Additionally, for these
models, transition and emission probabilities were described independently of each other.
Nonetheless, simple systems based on this approach have performed very well on large
vocabulary continuous speech recognition (Renals et al. 1992), generally doing as well as
far more detailed and complex conventional systems.
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Recent work at ICSI has provided us with further insight into the discriminant HMM,
particularly in the light of recent work on transition based models (Konig & Morgan 1994;
Morgan et al. 1994). This new perspective has motivated us to further develop the original
Discriminant HMM theory (Bourlard & Morgan 1994), in which an MLP is trained to
optimize the full a posteriori probabilities of Markov models given the acoustic data via
conditional transition probabilities, i.e., probabilities of the next state given the current state
and the current acoustic vector. This approach uses posterior probabilities at both local and
global levels and is more discriminant in nature. It also has the potential of using some
information about the language model (i.e., HMM topologies and transition probabilities),
as contained in the training data.

In this paper, we introduce the Recursive Estimation-Maximization of A posteriori
Probabilities (REMAP) training algorithm for hybrid HMM/MLP systems. The proposed
algorithm models a window of possible transitions rather than picking a single time point
as a transition target. Furthermore, the algorithm incrementally increases the posterior
probability of the correct model, while reducing the posterior probabilities of all other
models. Thus, it brings the overall system closer to the optimal Bayes classifier.

If you are familiar with HMMs and with neural networks as statistical estimators, you
may want to skip the Background section of this paper; however, we still recommend that
you read the next two short sections in order to understand the motivations and notation for
the newer material presented in the rest of the document.

2 Motivations

As noted above, the current work is motivated by a desire to train and use statistical
recognition systems that are discriminant at the global (i.e., utterance) level. However,
any real system will also have some underlying focus or perspective that permits some
simplifying assumptions. In our recent work, we have concentrated on the view of speech
as a sequence of transitions. Perceptually, transitions are commonly viewed as the most
significant aspect of speech. However, in nearly all current HMM-based speech recognizers,
we find:

1. There is a lack of balance between transition probabilities (which are actual prob-
abilities and whose values are scaled differently depending on the branching factor
of HMM topologies) and emission probabilities which are likelihoods. In addition
to this, given the usual assumption of independence for feature vector components,
the data log likelihoods are proportional to the dimension of the feature space. As
a consequence of both of these factors, transition probabilities usually have a much
smaller range of values, and do not strongly affect recognition performance.1 Sev-

1Actually, this problem originates from unrealistic assumptions that are made in HMM theory when
factoring emission-on-transition probabilities into emission densities and transition probabilities that are
independent of the acoustic data.
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eral “patches” have been developed to try to minimize the impact of this problem,
including:

(a) A minimum duration phoneme model, which appears to work at least as well as
more complex duration models (e.g., Gamma or Poisson-distributed durations)

(b) Log scaling (raising to a power) of transition probabilities and language model
probabilities so that they are no longer probabilities, but are more balanced with
emission likelihoods. Thus, a clean mathematical theory is no longer preserved.

2. There have been attempts to model transitions by transformingnon-stationary features
into stationary ones. A partial solution to this problem is to use time derivative features
(Furui 1986). In general, though, the problem of modeling (non-stationary) transitions
is still an open one. Another step in this direction was to use RASTA processing
to emphasize transitions (Hermansky et al. 1992). While this is sometimes helpful
in reducing errors due to mismatches between training and testing conditions, the
resulting observation sequence is a representation that has emphasized the regions
of strong change and de-emphasized temporal regions without significant spectral
change. This is a mismatch to the underlying speech model in standard HMMs,
which has been designed to represent piecewise stationary signals.

While psychoacoustic experiments suggest that transitions (in the sense of temporal
regions of significant spectral change) are important to speech perception, the discriminant
HMM theory (Bourlard & Morgan 1994) affirms that recognition should actually be based
on probabilities of transitions (in the sense of changes of model state) conditioned on
observations. As shown in this paper, it is actually possible to train and to use this kind
of model. While state transitions are not the same thing as observation transitions, state
transition models do have the potential of alleviating the stationarity assumptions implicitly
made in all current HMMs, and so there is good reason to think that they can represent
spectral transitions better.

3 Definitions and Notation

We first define notation and basic terms:

� A set of HMM states
�������	�

1 
 � � � 
 ���� , from which phone and word models will be
built. Each state class will be associated with a specific probability density function
(PDF) or with specific statistical properties (see “conditional transition probabilities”
in 5.3).

� � ���	�
1 
 � � � 
 ���� is a sequence of acoustic vectors that is associated with a specific

utterance.

� A sub-sequence of acoustic vectors that is local to the current vector, extending �
frames into the past and � frames into the future: ������������

���	�
�	� � 
 � � � 


�
� 
 � � � 


�
�����


.
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� The set of possible elementary speech unit HMMs:
� � ���

1 
 � � � 
 ��� 
 � � � 
 ���  .
For large vocabularies (and in our case), these elementary speech units are often
phones or phone-like units. Each of those speech units are then assumed to be
composed of a succession of a few discrete stationary states from

� �
. Usually, each

speech unit
���

is represented in terms of a Markov chain (see next section) built up
from a few elementary (stationary) states

���
from

���
. However, in the case of the

hybrid systems described here that we have used over the last few years, we have not
observed any benefit in using multiple states per phone for the context-independent
phone models that we have generally used. In this particular case, there is a one-
to-one relation between states

�	�
’s and phones. This is simpler to describe than

multi-density phone models and will be used for the theory presented here, without
loss of generality.

� A specific word or sentence model � � is then represented as a sequence of elementary
units

� �
of
�

and, consequently, as a sequence of 
 � discrete stationary states
���

of
� �

, with 
 ���� (and, in general, 
 ������
). Of course, we can have multiple

instances of the same phone and state in � � .
� ��� is defined for

����� ���
1 
 2 
 � � � 
��  , the set of possible Markov model indices; � is

the number of possible Markov models (i.e., in the case of continuous speech, number
of possible sentences allowed by the grammar, though this is generally infinite).

� ����� 
��! �"� 
 is the Markov model associated with a specific training sequence
�  
$# �

1 
 � � � 
�% .

� The parameter set describing all models is defined as Θ
� ��&

1 
 � � � 
 &'� 
 � � � 
 &(�  ,
in which

&)�
represents only the parameters present in

���
. Of course, the different���

, for * �
1 
 � � � 
�+ can share some common parameters. In the hybrid systems

discussed in this paper, all HMMs will share the same set of parameters Θ through a
common neural network, which will be parameterized in terms of Θ.

� The set of parameters that are only present in �,��� will be denoted Θ ��� , which is a
subset of Θ.

� � � = the HMM-state at time - .

� � �� means that state
���

has been occurred at time - .

� A HMM state sequence of length � :
� � �	� 1 
 � � � 
 � � 
 � � � 
 �

� 
,
� � � � �

; a HMM
state subsequence:

� �. ���	� . 
 � . � 1
� � � 
 � �  .

� Γ � (Γ) a path of length � (associated with a specific
�

) in � � ( � ).

� ���0/ � will represent probabilities, while 1 �2/ � will represent probability density func-
tions (PDFs) and likelihoods.
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Throughout much of this paper, the following two statistical properties (valid for both
probabilities and likelihoods) will be extensively used:

��� � 
 � � � ��� � 	 � � ��� � � � ��� � 	 � � ��� � � (1)

��� � � ��� � ��� � 
 � � � (2)

if events
� �

are mutually exclusive and � � ��� � � � � 1.

4 Background

Whenever a new discovery is reported to the scientific world, they say first, ‘It is probably
not true.’ Thereafter, when the truth of the new proposition has been demonstrated beyond
question, they say, ‘Yes, it may be true, but it is not important.’ Finally, when sufficient
time has elapsed fully to evidence its importance, they say, ‘Yes, surely it is important, but
it is no longer new.’

– Michel Eyquem Montaigne, 1533 - 1592 –

4.1 Hidden Markov Models (HMMs)

In this section we give a short review of the classical HMM approach to speech recognition.
For a more complete explanation, see (Huang et al. 1990; Levinson et al. 1983; Rabiner
1989).

4.1.1 Brief Description

One of the greatest difficulties in speech recognition is to model the inherent statistical
variations in speaking rate and pronunciation. An efficient approach consists of modeling
each speech unit (e.g., words, phones, triphones, or syllables) by an HMM (Jelinek 1976;
Rabiner 1989). A number of large-vocabulary, speaker-independent, continuous speech
recognition systems have been based on this approach.

In order to implement practical systems based on HMMs, a number of simplifying
assumptions are typically made about the signal. For instance, although speech is a non-
stationary process, HMMs model the sequence of feature vectors as a piecewise stationary
process. That is, an utterance � � �	�

1 
 � � � 
 � � 
 � � � 

� ��

is modeled as a succession 

discrete stationary states

��� � � �
, with instantaneous transitions between these states. In

this case, a HMM is defined (and represented) as a stochastic finite state automaton with a
particular topology (generally strictly left-to-right, since speech is sequential). The approach
defines two concurrent stochastic processes: the sequence of HMM states (modeling the
temporal structure of speech), and a set of state output processes (modeling the [locally]
stationary character of the speech signal). The HMM is called a “hidden” Markov model
because there is an underlying stochastic process (i.e., the sequence of states) that is not
observable, but that affects the observed sequence of events. It is called “Markov” because

7



the statistics of the current state are modeled as being dependent only on the current and
the previous state (for the first-order Markov case).

Ideally, there should be a HMM for every possible utterance. However, this is clearly
infeasible for all but extremely constrained tasks; generally a hierarchical scheme must
be adopted to reduce the number of possible models. First, a sentence is modeled as a
sequence of words. To further reduce the number of parameters (and, consequently, the
required amount of training material) and to avoid the need of a new training each time a
new word is added to the lexicon, sub-word units are usually preferred to word models.
Although there are good linguistic arguments for choosing units such as syllables or demi-
syllables, the unit most commonly used is the phone (or context-dependent versions such
as the triphone). This is the unit that we have generally used in our work, resulting in
a selection of between 50 and 70 subword models. In this case, word models consist
of concatenations of phone models (constrained by pronunciations from a lexicon), and
sentence models consist of concatenations of word models (constrained by a grammar).

Once the topology of the HMMs has been defined (usually by an ad hoc procedure),
the HMM training and decoding criterion is based on the posterior probability

��� �  	 � 
 Θ �
that the acoustic vector sequence � has been produced by �  given the parameter set Θ.
In the following, this will be referred to as the Bayes or the Maximum A posteriori (MAP)
criterion.

During training, we want to determine the set of parameters Θ̂ that will maximize��� � ��� 	 �  
 Θ � for all training utterances �  , # �
1 
 � � � 
�% , associated with � ��� 2, i.e.,

Θ̂
�

argmax
Θ

�
�

 �� 1

��� ����� 	 �  	
 Θ � (3)

During recognition of an unknown utterance � , we have to find the best model �  
 # �� 
 that maximizes
� � �  	 � 
 Θ � given a fixed set of parameters Θ and an observation

sequence � . An utterance � will then be recognized as the word sequence associated with
model �  such that:

�  � argmax
� �

��� ���
	 � 
 Θ � (4)

Ideally we thus want to optimize (3) during training, and this will be the main aim of
this work. However, in standard HMMs, this problem is usually simplified by using Bayes’
rule which expresses

� � � � 	 � 
 Θ � as

��� ��� 	 � 
 Θ � � 1 � � 	 ��� 
 Θ � ��� ���
	Θ �
1 � � 	Θ � (5)

and separates the probability estimation process into two parts: (1) the language modeling
which does not depend on the acoustic data and (2) the acoustic modeling.

2 ����� represents the model associated with the specific acoustic sequence 	�
 that is known at training
time.

8



4.1.2 Language Modeling

The goal of the language model is to estimate prior probabilities of sentence models��� � � 	Θ � . However, this language model is usually assumed to be independent of the
acoustic model parameters and is described in terms of an independent set of parameters
Θ
�
. At training time, Θ

�
is learned separately, which is sub-optimal but convenient. These

language model parameters are commonly estimated from large text corpora or from a given
finite state automaton from which N-grams (i.e., the probability of a word given the (N-1)
preceding words) are extracted. Typically, only bi-grams and tri-grams are currently used.

It has to be noted here that, according to what is trained and what � � represents, we
get a different meaning for the language model; in some cases that language model could
preferably be learned directly from the acoustic data. For more discussion about this see
Section 4.1.6 on “Priors and HMM Topology”.

4.1.3 Acoustic Modeling

The goal of acoustic modeling is to estimate the data-dependent probability densities������� �	� _ Θ 
�������Θ 
 . In mainstream approaches to this process, parameters from other models do
not affect the estimates for any particular model. In this case, since 1 � � 	 � � 
 Θ � is condi-
tioned on � � it only depends on the parameters of � � . Therefore, it can be rewritten as
1 � � 	 � � 
 Θ � � .

Given a transcription in terms of the speech units being trained, the acoustic parameter
set Θ estimation is trained according to

Θ̂
�

argmax
Θ

1 � �  	 ����� 
 Θ ��� �
1 � �  	Θ � (6)

for all training utterances �  known to be associated with a Markov model �,��� obtained
by concatenating the elementary speech unit models associated with �  . Since the models
are mutually exclusive and � ���� ��� ��� 	Θ � � 1 (i.e., what has been pronounced actually
corresponds to one of the models3), the denominator in (5) and (6) can be rewritten as:

1 � �  	Θ � � ��
� � 1

1 � �  	 � � 
 Θ � � ��� � � 	Θ � � (7)

where the summation extends over all possible (rival) sequences of elementary HMMs. In
practice, the second factor in (7) is defined by the language model

��� � � 	Θ � � .4
At recognition time, 1 � �  	Θ � is a constant, since the model parameters are fixed.

However, at training time, the parameters of the models are being adapted by the training
algorithm; therefore (7) and (6) depend on the parameters of all models. Of course, this is
also the case when one tries to optimize (3) directly (see Section 11).

3This is an issue when there can be utterances that are outside of the lexicon.
4In Section 11, we show that summing over all possible models or over all possible rival models ( ������ )

is equivalent.
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Maximization of (6) is equivalent to maximization of a related discriminant criterion
referred to as mutual information5 (Cover & Thomas 1991)

Θ̂
�

argmax
Θ

log
1 � �  	 ����� 
 Θ ��� �

1 � �  	Θ � (8)

Several algorithms have been developed to optimize (6) or (8) (Bahl et al. 1986; Brown
1987; Chow 1990; Normandin et al. 1994). See Section 11 for further discussion and
comparison with other discriminant algorithms or the work presented here.

Since optimization of (3), (6) or (8) in the whole parameter space is not easy, the problem
is usually simplified by disregarding the conditional dependence of � on Θ during training.
In this case, training according to (3), (6) or (8) is equivalent to

Θ̂
�

argmax
Θ

�
�

 �� 1

1 � �  	 � ��� 
 Θ ��� � (9)

When used for training, this is usually called the Maximum Likelihood (ML) criterion,
emphasizing that optimization (i.e, maximization of 1 � �  	 � ��� 
 Θ ��� � ) is performed in the
parameter space of the Probability Density Function (PDF) or likelihood.

At recognition time,
��� � � 	 � 
 Θ � is estimated for all possible � � allowed by the lan-

guage model. In this case 1 � � 	Θ � is actually a constant, since the parameters are fixed and
� given. Then solution to (4) is equivalent to

�  � argmax
���

1 � � 	 ��� 
 Θ � � ��� ��� 	Θ � � (10)

in which 1 � � 	 � � 
 Θ � � and
� � ��� 	Θ � � are estimated separately from the acoustic and lan-

guage models.

4.1.4 Likelihood Estimation and Training

Both training and recognition thus require the estimation of the likelihood 1 � � 	 � � 
 Θ � �
which is given by:

1 � � 	 � � 
 Θ � � � ��
Γ ���
1 � � 
 Γ � 	 � � 
 Θ � � (11)

in which
�
Γ �  represents the set of all possible paths of length � in � � . If

� �� denotes the state� �
observed at time - ��� 1 
 ��� , it is easy to show [see, e.g., (Bourlard & Morgan 1994)] that

1 � � 	 ��� 
 Θ � � can be calculated by the forward recurrence of the popular forward-backward
algorithm (Baum et al. 1970; Baum 1972; Liporace 1982)

1 � � �1 

� �� 	 ��� 
 Θ � � � � ���

� 1

1 � � �	� 1
1 
 � ��� 1� 	 ��� 
 Θ � � 1 � � � 


� �� 	 � ��� 1
1 
 � �	� 1� 
 ��� 
 Θ � � (12)

5See Section 11 for further discussion about this.
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in which 1 � � 
 � �� 	 ��� 
 Θ � � represents the likelihood that � is produced by � while asso-
ciating

�
� with state

� �
; � �1 stands for the partial sequence

�	�
1 
 � 2 
 � � � 
 � �


of acoustic

vectors.
Sometimes it is desirable to replace the full likelihood by a Viterbi approximation in

which only the most probable state sequence capable of producing � is taken into account.
In this case, the sum in (11) is replaced my a max operator and likelihood 1 � � 	 � � 
 Θ � � is
approximated by:

1 � � 	 ��� 
 Θ � � � max�
Γ ��� 1

� � 
 Γ � 	 ��� 
 Θ � � (13)

which can be calculated by a Dynamic Programming (DP) recurrence (called the Viterbi
search or Viterbi algorithm):

1 � � �1 

� �� 	 ��� 
 Θ � � � max� � 1 � � ��� 1

1 
 � �	� 1� 	 ��� 
 Θ � � 1 � � � 

� �� 	 � �	� 1

1 
 � ��� 1� 
 ��� 
 Θ � ��� (14)

For both “full” likelihood and Viterbi approximation, probabilities 1 � � 	 � � 
 Θ � � and
1 � � 	 ��� 
 Θ � � can be expressed in terms of 1 � � � 


� �� 	 � ��� 1
1 
 � �	� 1� 
 ��� 
 Θ � � , where � �� is the

partial acoustic vector sequence
�	�$� 
 � � � 1 
 � � � 
 � �


.

Recapitulating, some of the features commonly associated with the estimation and
training of HMMs, include:

� Assumption of piecewise stationarity, i.e., that speech can be modeled by a Markov
state sequence, for which each state has stationary statistics,

� Optimizing the language model
��� ��� 	Θ � � separately from the acoustic model,

� Disregarding the dependence of the estimate of 1 � ��� on the model parameters during
training. The acoustic models are then defined and trained on the basis of likelihoods
1 � � 	 ��� 
 Θ � � (i.e., production-based models) instead of a posteriori probabilities (i.e.,
recognition-based models) or MMI criteria, which limits the discriminant properties
of the models.

Additionally, several additional assumptions are usually required to make the estimation
of 1 � � 	 ��� 
 Θ � � [or its Viterbi approximation 1 � � 	 ��� 
 Θ � � ] tractable (Bourlard & Morgan
1994):

� Acoustic vectors are not correlated (i.e., observation independence). The current
acoustic vector

�
� is assumed to be conditionally independent of the previous acoustic

vectors (e.g., � �	� 1
1 ). To limit the impact of this assumptions, acoustic vectors at time

- are usually complemented by their first and second time derivatives (Furui 1986;
Poritz & Richter 1986) computed over a span of a few frames, allowing very limited
acoustical context modeling. Another solution to limit this assumption is to consider
a few adjacent frames (typically 3-5 frames in total) on which linear discriminant
analysis is performed to reduce the dimension of the acoustic features (Haeb-Umbach
& Ney 1992).
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� Markov models are first-order Markov chains, i.e., the probability that the Markov
chain is in state

� �
at time - depends only on the state of the Markov chain at time

- � 1, and is conditionally independent of the past (both the past acoustic vector
sequence and the states before the previous one).

Given these assumptions, 1 � � 	 ��� 
 Θ � � and 1 � � 	 ��� 
 Θ � � can be estimated (Bourlard &
Morgan 1994) by replacing 1 � � � 


� �� 	 � ��� 1
1 
 � �	� 1� 
 ��� 
 Θ � � in (12) and (14) by the product

of emission-on-transition probability densities 1 � � � 	
� �� 
 � �	� 1� 
 ��� 
 Θ � � and transition proba-

bilities 1 � � �� 	 � �	� 1� 
 ��� 
 Θ � � . Often, emission-on-transition probability densities are further
simplified (to reduce the number of free parameters) by assuming that the current acoustic
vector

�
� depends only on the current state of the process

� �� , which reduces the former to
emission probability densities 1 � � � 	

� � � .
HMM training then is simplified to be estimation of transition probabilities and emission

PDFs associated with each state (or with each transition, in the case of emission on transi-
tions). Additionally, one has to make distributional assumptions about the emission PDF,
e.g., independence of discrete features or a mixture of multivariate Gaussian distributions
with diagonal-only covariances of continuous features.

The most popular approach to iteratively maximize
�
�

 � 1

1 � �  	 ����� 
 Θ ��� � (15)

has been described in a number of classic papers (Baum & Petrie 1966; Baum et al. 1970;
Baum 1972; Liporace 1982). Starting from initial guesses Θ0, the model parameters
are iteratively updated according to the “Forward-Backward” algorithm [or equivalently
the Expectation-Maximization (EM) algorithm (Dempster et al. 1977)] so that (15) is
maximized at each iteration. This kind of training algorithm, often referred to as Baum-
Welch training in the particular case of HMMs, can also be interpreted in terms of gradient
techniques (Levinson et al. 1983; Levinson 1985). Although this algorithm is not described
here, we strongly recommend these references to readers who are not familiar with them
since the ideas expressed there will be extended to posterior probabilities and hybrid systems
in this paper. For recognition, powerful algorithms referred to as Stack-Decoding or A

�
decoding have been developed to find the N-best models � � maximizing 1 � � 	 � � � or��� ���
	 ��� if there is a grammar [see, e.g., (Bahl et al. 1983)].

In the case of Viterbi criterion, the parameters of the models are optimized iteratively
to find the best parameters and the best state sequence (i.e., the best segmentation in terms
of the speech units used) maximizing

�
�

 �� 1

1 � �  	 ����� 
 Θ ��� � (16)

Each training iteration consists of two steps. In the first step, we use the old parameter
values (or initial values) to determine the new best path matching the training sentences
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against the associated sequence of Markov models [by using (14)]. In the second step,
we use this path to re-estimate the new parameter values; backtracking of the optimal
paths provides us with the number of observed transitions between states (to update the
transition probabilities) and the acoustic vectors that have been observed on each state (to
update the parameters describing the emission probabilities). This process can be proved to
converge to a local minimum. For recognition, algorithms based on DP have been developed
to find the best word sequence model � � which maximizes 1 � � 	 � � � (Vintsyuk 1971;
Ney 1984).

4.1.5 HMM Advantages and Drawbacks

Standard HMM procedures, as defined above, have been very useful for speech recognition,
and a number of laboratories have demonstrated large-vocabulary (1,000-65,000 words),
speaker-independent, continuous speech recognition systems based on HMMs (Lee 1989;
Kubala et al. 1988). HMMs can deal efficiently with the temporal aspect of speech
(including temporal distortion or time warping) as well as with frequency distortion. There
are powerful training and decoding algorithms that permit efficient training on very large
databases, and recognition of isolated words as well as continuous speech. Given their
flexible topology, HMMs can easily be extended to include phonological rules (e.g., building
word models from phone models) or syntactic rules. For training, only a lexical transcription
is necessary (assuming a dictionary of phonological models); explicit segmentation of the
training material is not required.

However, the assumptions that permit HMM optimization and improve their efficiency
also, in practice, limit their generality. As a consequence, although the theory of HMMs
can accommodate significant extensions (e.g., correlation of acoustic vectors, discrimi-
nant training, ...), practical considerations such as number of parameters and train-ability
limit their implementations to simple systems usually suffering from several drawbacks
including:

� Poor discrimination due to training algorithms that maximizes likelihoods instead of
a posteriori probabilities (i.e., the HMM associated with each speech unit is trained
independently of the other models). Discriminant learning algorithms do exist for
HMMs (Section 11), but in general they have not scaled well to large problems.

� A priori choice of model topology and statistical distributions, e.g., assuming that
the probability density functions associated with the HMM state can be described
as multivariate Gaussian densities or as mixtures of multivariate Gaussian densities,
each with a diagonal-only covariance matrix (i.e., possible correlation between the
components of the acoustic vectors is disregarded).

� Assumption that the state sequences are first-order Markov chains.6

6This limitation remains valid for our hybrid HMM/MLP system, with the exception of the most recent
developments briefly described later in this report.
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� Typically, very limited acoustical context is used, so that possible correlation between
successive acoustic vectors is not modeled very well. As previously mentioned, a
solution that has been adopted in standard HMMs with relative success has been to
complement acoustic features by their first and second time derivatives (Furui 1986;
Poritz & Richter 1986) computed over a span of a few frames. Another solution
which sometimes leads to some improvements is to consider a few adjacent frames
(typically 3-5 frames in total) on which linear discriminant analysis is performed to
reduce the dimensionality of the acoustic features while minimizing the intra-class
variance and maximizing the inter-class variance (Haeb-Umbach & Ney 1992). Other
approaches of interest were the use of autoregressive HMMs, as described in (Juang
& Rabiner 1985; Poritz 1982), and the work of (Wellekens 1987), who explicitly
modeled the correlation across several frames with a multivariate, full covariance
matrix, Gaussian density defined over two consecutive acoustic vectors.7 However,
these last two solutions apparently did not lead to conclusive experimental results for
reasons that have never been clearly identified.8

Much ANN-based ASR research has been motivated by these problems.

4.1.6 Priors and HMM Topology

As shown in the previous section, the prior probabilities of models are not used during
likelihood training (or, in other words, are trained independently of the acoustic models
or fixed by a priori knowledge). It is usually assumed that

��� � � 	Θ � in (5) and (7) can
be calculated separately (i.e., without acoustic data). In continuous speech recognition,
��� usually represents a sequence of word models for which the probability

��� � � � can be
estimated from a language model, usually formulated in terms of a stochastic grammar.
Likewise, each word model is represented in terms of a HMM that combines phone models
according to the allowed pronunciations of that word; these multiple pronunciations can be
learned from the data, from phonological rules, or from both. Each phone is also represented
by a HMM for which the topology is usually chosen a priori independently of the data (or,
sometimes, in a very limited way, e.g., to reflect minimum or average durations of the
phones). Therefore, the grammar, the lexicon, and the phone models together comprise the
language model, specifying prior probabilities for sentences [

��� � � � ], words, phones, and
HMM states [

� � � � � ]. These priors are encoded in the topology and associated transition
probabilities of the sentence, word and phone HMMs. Usually, it is preferable to infer these
priors from large text corpora, due to insufficient speech training material to derive so many
parameters from the speech data. However, as seen later (see Sections 5.4 and 11), neural
networks and discriminant training implicitly make use of these priors. As a consequence,

7This can be shown equivalent to estimating a multivariate autoregressive process (Wellekens 1987).
8Some plausible explanations to this discrepancy between theory and practical results include: (1) increase

of number of parameters, and (2) estimating autoregressive models implicitly assumes some “smoothness”
properties of the signal, which is not always true in the case of speech (and, consequently, what is gained on
the one hand is lost on the other).
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if the priors observed on the training data are not the same as the priors that are given by
the HMM topology (and which have been a priori given or trained from an independent
knowledge source), there will be a mismatch that will impact the recognition performance
of the global level. Thus, it would be preferable to learn the topology of the HMMs directly
from the data. This has been done in a limited way in (Wooters 1993).

4.2 Artificial Neural Networks (ANNs)

4.2.1 Multilayer Perceptrons (MLPs)

In this paper, our discussion of neural networks for speech will be limited to the Multi-Layer
Perceptron (MLP), a form of ANN that is commonly used for speech recognition. However,
the analyses that follow are generally extensible to other kinds of ANN, e.g., a recurrent
neural network (Robinson 1994).

MLPs have a layered feedforward architecture with an input layer, zero or more hidden
layers, and an output layer. Each layer computes a set of linear discriminant functions
(Duda & Hart 1973) (via a weight matrix) followed by a nonlinear function, which is often
a sigmoid function

� � � � � 1
1 � exp

�
�

� � (17)

As discussed in (Bourlard & Morgan 1994), this nonlinear function performs a different
role for the hidden and the output units. On the hidden units, it serves to generate high
order moments of the input; this can be done effectively by many nonlinear functions, not
only by sigmoids. On the output units, the nonlinearity can be viewed as a differentiable
approximation to the decision threshold of a threshold logic unit or perceptron (Rumelhart
et al. 1986), i.e., essentially to count errors. For this purpose, the output nonlinearity should
be a sigmoid or sigmoid-like function. Alternatively, a function called the softmax can be
used. For an output layer of

�
units, this function would be defined as

� � � � � � exp
� � � �

�
�
� � 1 exp

� �
� �

(18)

It can be proved that MLPs with enough hidden units can (in principle) provide arbitrary
mappings �

� � � between input and output. The MLP parameter set Θ (the elements of the
weight matrices) are trained to associate a “desired” output vector with an input vector. This
is generally achieved via the Error Back-Propagation (EBP) algorithm (Rumelhart et al.
1986) that uses a steepest descent procedure to iteratively minimize a cost function in their
parameter space. Since in our approach the HMMs will be described by the parameters of
the neural network, we also denote the MLP parameter space by Θ.

Popular cost functions are, among others, the Mean Square Error (MSE) criterion:

� �
�
�

� � 1

�
�
� �
� 
 Θ � � � � � � �

� 2 (19)
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or the relative entropy criterion9:

�
�

�
�
�

� � 1

�
��
� 1

� � � � � � ln
� � � � � �

�
� � �

� 
 Θ �
(20)

where �
� �
� 
 Θ �

� �
� 1
� �
� 
 Θ � 
 � � � 
 �

� � �
� 
 Θ � 
 � � � 
 �

� � �
� 
 Θ � �

�

represents the actual MLP
output vector (depending on the current input vector

�
� and the MLP parameters Θ),

� � � � �
� � � 1

� �
� � 
 � � � 
 �

� � �
� � 
 � � � 
 �

� � �
� �
�

�

represents the desired output vector (as given
by the labeled training data),

�
the total number of classes, and � the total number of

training patterns.
MLPs, as well as other neurally-inspired architectures, have been used for many speech-

related tasks. For instance, for some problems the entire temporal acoustic sequence is
processed as a spatial pattern by the MLP. For isolated word recognition, for instance, each
word can be associated with an output of the network. However, this approach has not been
useful for continuous speech recognition and will not be discussed further here.

4.2.2 Motivations

ANNs have several advantages that make them particularly attractive for ASR, e.g.:

� They can provide discriminant learning between speech units or HMM states that
are represented by ANN output classes. That is, when trained for classification
(using common cost functions such as MSE or relative entropy), the parameters of
the ANN output classes are trained to minimize the error rate while maximizing the
discrimination between the correct output class and the rival ones. In other words,
ANNs not only train and optimize the parameters of each class on the data belonging
to that class, but also attempt to reject data belonging to the other (rival) classes. This
is in contrast to the likelihood criterion, which does not lead to minimization of the
error rate.

� Because ANNs can incorporate multiple constraints and find optimal combinations of
constraints for classification, features do not need to be assumed independent. More
generally, there is no need for strong assumptions about the statistical distributions
of the input features (as is usually required in standard HMMs).

� They have a very flexible architecture which easily accommodates contextual inputs
and feedback, and both binary and continuous inputs.

9In a number of references, including (Bourlard & Morgan 1994), this criterion is defined differently. In
particular, the desired outputs are sometimes assumed to be independent, binary random variables and as a
result this criterion gets a different form (which is sometimes called the cross entropy (Richard & Lippmann
1991)). However, viewing the network outputs as a posterior distribution over the values of one random
variable (class conditioned on acoustic data), a discrete version of the classical definition of relative entropy
may be used, as given here.
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� ANNs are typically highly parallel and regular structures, which makes them espe-
cially amenable to high-performance architectures and hardware implementations.

A general formulation of statistical ASR can be summarized simply by a question: how
can an input sequence (e.g., a sequence of spectral vectors) be explained in terms of an
output sequence (e.g., a sequence of phones or words) when the two sequences are not
synchronous (since there are multiple acoustic vectors associated with each pronounced
word or phone)? It is true that neural networks are able to learn complex mappings between
two vector variables. However, a connectionist formalism is not very well suited to solve the
sequence-mapping problem. Most early applications of ANNs to speech recognition have
depended on severe simplifying assumptions (e.g., small vocabulary, isolated words, known
word or phone boundaries). We shall see here that further structure (beyond a simple MLP)
is required to perform well on continuous speech recognition, and that HMMs provide one
solution to this problem. First, the relation between ANNs and HMMs must be explored.

4.3 MLPs as Statistical Estimators

MLPs can be used to classify speech classes such as words. However, MLPs classifying
complete temporal sequences have not been successful for continuous speech recognition.
In fact, used as spatial pattern classifiers, they are not likely to work well for continuous
speech, since the number of possible word sequences in an utterance is generally infinite.
On the other hand, HMMs provide a reasonable structure for representing sequences of
speech sounds or words. One good application for MLPs can be to provide the local
distance measure for HMMs, while alleviating some of their typical drawbacks (e.g., lack
of discrimination, assumptions of no correlation between acoustic vectors).

4.3.1 Posterior Probability Estimation

For statistical recognition systems, the role of the local estimator is to approximate prob-
abilities or probability density functions. In particular, given the basic HMM equations,
we would like to estimate something like 1 � � � 	

� � � , which is the value of the probability
density function (pdf) of the observed data vector given the hypothesized HMM state. The
MLP can be trained to produce the posterior probability

��� � � 	 � � � of the HMM state give
the acoustic data. This can be converted to emission probabilities density function values
using Bayes’ rule.

Several authors (Bourlard & Wellekens 1989; Bourlard & Morgan 1994; Gish 1990;
Richard & Lippmann 1991) have shown that ANNs can be trained to estimate a posteriori
probabilities of output classes conditioned on the input pattern. Recently, this property has
been successfully used in HMM systems, referred to as hybrid HMM/ANN systems, in
which ANNs are trained to estimate local probabilities

��� � � 	 � � � of HMM states given the
acoustic data (see, e.g., (Lubensky et al. 1994)).

Since MLPs required supervised training, all these systems have been used so far in the
framework of Viterbi training, which provided the segmentation of the training sentences
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in terms of
� �

’s and, hence, MLP training targets. The principle of these systems are briefly
recalled here.

Let � � , with
� �

1 
 � � � 
 � , be the output classes of an MLP. Since we will use the MLP
for probability estimation associated with each HMM state

� �
(
� �

1 
 � � � 
 � ), there is a
one-to-one equivalence between the

� �
’s and the � � ’s that are associated with the discrete

stationary states of
� �

. Also, we associate the parameter set Θ as defined for HMMs with
the MLP parameter set.

The output activation of the
�
-th MLP output class for a given set of parameters Θ and

an input
�
� is denoted �

� � �
� 
 Θ � . Since MLP training is supervised we will also assume the

training set consists of a sequence of � acoustic vectors
�	�

1 
 � 2 
 � � � 
 � � 
 � � � 

� ��

labeled
in terms of

� �
’s. At time - , the input pattern of the MLP is acoustic vector

�
� , and is

associated with a state
� �� .

For these popular MLP cost functions, it can be proved [see, e.g., (Bourlard & Wellekens
1989; Bourlard & Morgan 1994; Gish 1990; Richard & Lippmann 1991)] that the optimal
MLP output values are estimates of the probability distribution over classes conditioned on
the input ˆ��� � � 	 � � � , i.e.:

�
� � �

� 
 Θ � �
� � � ˆ��� � � 	 � � � (21)

if:

1. the MLP contains enough parameters to be able to reasonably approximate the in-
put/output mapping function,

2. the network is not over-trained (which can be assured by stopping the training before
the decline of generalization performance on an independent cross-validation set),

3. the training does not get stuck at a local minimum.

In (21), Θ � �
�

represents the parameter set minimizing (19) or (20).
It has been experimentally observed that, for systems trained on a large speech corpus,

the outputs of a properly trained MLP do in fact approximate posterior probabilities, even
for error values that are not precisely the global minimum.

This conclusion can easily be extended to other cases. For example, if we provide the
MLP input not only with the acoustic vector

�
� at time - , but also with some acoustic

context � ����������
���	�

�	� � 
 � � � 

�
� 
 � � � 


�
�����


, the output values of the MLP will estimate

�
� � �

� 
 Θ � �
� � � ˆ��� � �� 	 � � ����	� � � 
 ���

�
1 
 � � � 
 � (22)

This is what has been used in our previous hybrid system (briefly summarized later in this
section) to take partial account of the correlation of the acoustic vectors.

If the previous class is also provided to the input layer (leading to a quasi-recurrent
network), the MLP output values will be estimates of

�
� � �

� 
 Θ � �
� � � ˆ��� � �� 	 � �������� � 


� ��� 1� � 
 �
� 
�� � 1 
 � � � 
 � (23)
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It will be shown in Section 5 that this is a form of the local probability the hybrid HMM/MLP
theory tells us to use. This will be referred to as “conditional transition probability” and
will be the major thread throughout this paper.

Again, this conclusion remains valid for other kinds of networks, given similar training
conditions. For example, recurrent networks (Robinson 1994) and radial basis function
networks (Renals et al. 1991) can also be used to estimate posterior probabilities.

There is another important generalization of this property that will be essential later in
this report. If the ANNs are trained with an estimate of the posterior probabilities of the
output states (as opposed to the “1-from-K” binary output targets used for a classification
mode training), then (21) remains valid. In other words, if the targets come from some in-
dependent “expert”, the net will learn to produce posterior probabilities as well.10 Although
this property is mentioned in, e.g., (Bourlard & Wellekens 1989; Bourlard & Morgan 1994;
Richard & Lippmann 1991), it has never been systematically used in hybrid HMM/MLP
systems because of the lack of a full algorithm for the convergence to better probabilities.
Such an algorithm has now been developed, and will be presented in this report.

4.3.2 Estimating HMM Likelihoods with MLP

Since the network outputs approximate Bayesian probabilities, �
� � �

� 
 Θ � is an estimate of

��� � � 	 � � �
� 1 � � � 	

� � � � � � � �
1 � � � �

(24)

which implicitly contains the a priori class probability 1 � � � � . It is thus possible to vary the
class priors during classification without retraining, since these probabilities occur only as
multiplicative terms in producing the network outputs. As a result, class probabilities can
be adjusted during use of a classifier to compensate for training data with class probabilities
that are not representative of actual use or test conditions (Richard & Lippmann 1991).

Thus, (scaled) likelihoods 1 � � � 	
� � � for use as emission probabilities in standard HMMs

can be obtained by dividing the network outputs �
� � �

� � by the relative frequency of class� �
in the training set, which gives us an estimate of:

1 � � � 	
� � �

1 � � � �
(25)

During recognition, the scaling factor 1 � � � � is a constant for all classes and will not change
the classification. It could be argued that, when dividing by the priors, we are using a scaled
likelihood, which is no longer a discriminant criterion. However, this need not be true,
since the discriminant training has affected the parametric optimization for the system that
is used during recognition. Thus, this permits use of the standard HMM formalism, while
taking advantage of ANN characteristics.

10Actually, it is easy to prove that, for the popular MLP cost functions, ��������� will be an estimate of	�
� ��������� ����� , where
	

stands for the expected value.
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5 Discriminant HMM/MLP Hybrid

In this section we present an overview of a form of HMM that has discriminant properties.
The estimation properties of MLPs that were described in the previous section make them
useful for this part of the overall system. Much of this section is similar to previous
expositions on the subject, such as can be found in (Bourlard & Morgan 1994). However,
the reader may find it useful to see our current perspective on this older approach, as it
provides a basis for understanding the new approach as described in the sections that follow.

5.1 Motivations

In earlier work, multilayer perceptrons (MLP) (Bourlard & Morgan 1994) and recurrent
neural networks (Robinson 1994) have been used to estimate local probabilities or likeli-
hoods for HMMs. The interest in this scheme was partially based on the availability of
locally discriminant training algorithms for the network, since according to the earlier the-
ory (Bourlard & Wellekens 1989), globally discriminant systems (i.e., ones trained to accept
correct utterances and reject incorrect ones) could be derived from these local probability
estimators.

However, in the years following the original theoretical formulations, simplified systems
were derived to benefit from the general character of the scheme (for instance, to reduce
the dependence on distributional assumptions for the observation space, and to make the
probability estimates more discriminant). These simplified approaches did not make use of
the full power of the initial scheme. Nonetheless, for controlled tests they displayed some
significant strengths. The basic scheme consisted of training neural networks to estimate
probabilities of HMM states, and then using simple functions of these probabilities to
label the training data using Viterbi decoding (dynamic programming). This procedure
was repeated iteratively to train the system. The Viterbi procedure was then used with
probabilities from the trained networks during recognition.

The remainder of this section will describe the original theory, but with the benefit of
hindsight from our more recent developments.

5.2 Global Posterior Probability Estimation

If � � �	�
1 
 � 2 
 � � � 
 � �� is a sequence of acoustic vectors and ��� a HMM, the optimal

training and recognition criterion (actually minimizing the probability of errors) should be
based on the posterior probabilities

��� � �
	 � 
 Θ � .
In standard HMMs, using Bayes’ rule,

��� ��� 	 � 
 Θ � is usually expressed in terms of
1 � � 	 ��� 
 Θ � as

��� � � 	 � 
 Θ � � 1 � � 	 ��� 
 Θ � ��� ���
	Θ �
1 � � 	Θ � (26)

which, as discussed in Section 4.1, separates the probability estimation process into language
modeling and acoustic modeling in one particular way.
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However, when one wants to use posterior probabilities for the “acoustic” decoding11 it
is necessary to decompose

��� � 	 ��� differently. In (Bourlard & Morgan 1994) we showed
that it was possible to estimate

��� ��� 	 � 
 Θ � according to

� � ��� 	 � 
 Θ � � � ���
1 � 1

� � �

� ���
� � 1

� � � 1�
1 
 � � � 


� ��
� 
 ��� 	 � 
 Θ � (27)

for all state sequences
�	� 1�

1 
 � � � 

� ��

�

 �
Γ � , the set of all possible paths in ��� . Generally,

this probability is approximated by considering only the best path (Viterbi approximation),
in which case

��� � � 	 � 
 Θ � is approximated by:
� � ��� 	 � 
 Θ � �

max�
1 _ ����� _
�
�

��� � 1�
1 
 � � � 


� ��
� 
 ���
	 � 
 Θ � (28)

However, it is shown in this paper [see Section 8] that it is actually possible to compute the
full posterior probability (27) by a new form of “forward-backward” algorithm [see, e.g.,
(Baum 1972) for likelihoods].

In both cases, the right hand side can be factored using
��� � 1 
 � � � 
 �

�

 � � 	 � 
 Θ � � ��� � 1 
 � � � 
 �

�
	 � 
 Θ � � � � � 	 � 
 � 1 
 � � � 
 �

�

 Θ � (29)

which separates [in a different way than (26)] the a posteriori probability estimation into
two parts:

1. the acoustic model
��� � 1 
 � � � 
 �

�
	 � 
 Θ � ,

2. the language model
��� � � 	 � 
 � 1 
 � � � 
 �

�

 Θ � ; as seen later on, according to what

we actually encode into the acoustic models, this factor will represent phonological,
lexical and/or syntactical information.

5.3 Acoustic Model

Probability
� � � 1 
 � � � 
 �

�
	 � 
 Θ � of the acoustic models in (29) can be factored as follow:

��� � 1 
 � � � 
 �
�
	 � 
 Θ � � ��� � 1 	 � 
 Θ � ��� � 2 	 � 
 � 1 
 Θ � � � �

� � �

��� � � 	 � 
 � 1 
 � � � 
 �
�
� 1 
 Θ � (30)

�
�
�

� � 1

��� � � 	 � 
 � �	� 1
1 
 Θ � (31)

where
� � represents the state observed at time - and

� �
1 the state sequence associated with

�
�
1 . Probabilities

� � � 1 
 � � � 
 �
�
	 � 
 Θ � can thus be calculated from “local” probabilities

11Again, the distinction between “acoustic” modeling and “language” modeling is very ambiguous here
since this definition depends mainly on which priors one wants to learn from the acoustic data and which
priors one wants to learn independently of the acoustic data. Ideally, of course, we want to learn as much
as possible from the acoustic data, as long as it generalizes well to the test data. See Section 11 for further
discussion about this.
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��� � � 	 � 
 � �	� 1
1 
 Θ � ; these local probabilities may be simplified by relaxing the conditional

constraints, for example by assuming dependency only on the previous state (first-order
Markov model assumption) and on a temporal window � ���������� around the acoustic vector at
time - (acoustic correlation limited to the contextual window). We then can approximate
these local contributions by

��� � � 	 � 
 � 1 
 � � � 
 � �	� 1 
 Θ � � ��� � � 	 � ���������� 

� �	� 1 
 Θ � (32)

where input contextual information is taken into account. These probabilities can be
estimated at the outputs of an MLP with contextual input and output feedback. If input
contextual information is neglected ( � � � �

0), (32) becomes:

��� � � 	 � � 

� �	� 1 
 Θ �

In (Bourlard & Morgan 1994) we showed that those probabilities could be estimated by an
MLP (as represented in Figure 1) with � �������� � as input, complemented by a

�
-binary input

vector representing the state
� �	� 1�

(�
� � �

1 
 � � ) and
�

output units, one output for each
HMM state, generating estimates of

��� � � 	 � � ����	� � 

� �� 
 Θ � (33)

in which
� �� stands the state hypothesized at the previous time step. Given an HMM

topology, probability (33) is estimated by running the neural network for each hypothesized
state

� �� .
Since these probabilities cannot be split further into something equivalent to emission

and transition probabilities (as it is the case with likelihoods), we refer to these local
probabilities as conditional transition probabilities.

As a consequence, probabilities
� � � 1 
 � � � 
 � � 
 � � � 
 �

�
	 � 
 Θ � of paths

� �
1 given � , as

appearing in (27), (28) and (29) are given by

��� � 1 
 � � � 
 � � 
 � � � 
 �
�
	 � 
 Θ � �

�
�

� � 1

� � � ��
� 	 � � 


� �	� 1�
��� 1 
 Θ � (34)

Such probabilities should be useful for better models of the speech recognition process
since, as opposed to standard HMM emission and transition probabilities, they intrinsically
have the following properties:

� They model a recognition process instead of a production process,

� They can model non-stationary processes, since they are dependent on the previous
state, and on the current acoustic vector,

� They potentially put more emphasis on transitions.
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5.4 Priors, Transition Probabilities and Language Model

The second factor in (29) represents a phonological and lexical step; once the sequence of
states is known, the model � � associated with � can be found from the state sequence
without an explicit dependence on � so that

��� ���
	 � 
 � 1 
 � � � 
 �
�

 Θ � � ��� ��� 	 � 1 
 � � � 
 �

�

 Θ � (35)

For example, if the states represent phonemes, this probability must be estimated from
phonological knowledge of the vocabulary in a separate process without any reference to
the input vector sequence. Neglecting this probability is equivalent to assuming that, given
a sequence of states, it is possible to recover the model that generated it.

However, that conclusion is too facile and, although this factor has been neglected in
most of our previous work, we recently realized that it actually contained all the information
about the language model and training/test transition probabilities. This second factor��� ���
	 � 1 
 � � � 
 �

�

 Θ � may indeed be rewritten as:

��� ��� 	 � 1 
 � � � 
 �
�

 Θ � � � � � 1 
 � � � 
 �

�
	 � � 
 Θ � ��� � � 	Θ ���� �

1 
 � � � 
 �
�
	Θ � (36)

and, using the same assumptions as for the acoustic models, we get:

� � ��� 	 � 1 
 � � � 
 �
�

 Θ � � � ��

� � 1

��� � � 	 � �	� 1 
 ��� 
 Θ ���� � � 	 � �	� 1 
 Θ ��� ��� ��� 	Θ � (37)

Finally, taking (37), (36), and (35) into account in (29) and (27) we get:

��� ��� 	 ��� � ��
1 _ ����� _
�
�

�
�

� � 1

� � � � � 	 � � � ��	� � 

� ��� 1 
 Θ �

��� � � 	 � �	� 1 
 ��� 
 Θ ���� � � 	 � ��� 1 
 Θ ��� ��� ��� 	Θ � (38)

in which ��� � � 	 � � ����	� � 

� ��� 1 
 Θ � (39)

represents the acoustic contribution (using conditional transition probabilities obtained at
the output of the MLP), ��� � � 	 � �	� 1 
 Θ � (40)

are the transition probabilities observed on the training data, independently of the model,
and ��� � � 	 � �	� 1 
 ��� 
 Θ � (41)

are the transition probabilities as given by the Markov models used during recognition. Note
that ignoring the dependence on the previous state yields the approach that we implemented
in the past, in which we divided by the class priors (as given by the relative phone frequencies
in the training data) and multiplied by the transition probabilities form our phonological
models. This use of scaled likelihoods compensated for a mismatch between the training
data and the Markov models used for recognition. In fact, (38) provides us with a convenient
way to split MAP probabilities into acoustic and prior contributions depending on what we
want to learn from the “acoustic” training data.
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5.5 MAP Constraints

It is thus possible to estimate the global posterior probability
��� � � 	 ��� of a Markov model

� � given the acoustic vector sequence � as follows:

��� ���
	 ��� � � ���
1 � 1

� � �

� ���
� � 1

��� � 1�
1 
 � � � 


� ��
� 
 ���
	 ��� (42)

� � ���
� 1

��� � �� 
 ��� 	 ��� 
 � - ��� 1 
 � � (43)

However, we also have:

��� � �� 
 ��� 
 ��� � � � � �� 
 ���
	 ��� 1 � ��� � ��� � 
 � �� 	 ��� � ��� ��� � (44)

or ��� � �� 
 ��� 	 ��� � ��� ��� �
1 � ���

��� � 
 � �� 	 ��� � (45)

which is nothing other than the likelihood used in standard HMMs multiplied by a scaling
factor. This kind of scaling was already used in (Devijver 1985; Levinson et al. 1983) to
avoid numerical problems (because of the product of probabilities), where it was shown
that this led to the same forward and backward recurrences of the standard Baum-Welch
algorithm (within a normalization factor).

Maximization of 1 � � 	 � � � and of
��� ��� 	 ��� thus seems to lead to the same estimation

formulas. However, we should not conclude from this that the discriminant approach does
not change anything since, during training, re-estimation of the parameters will have to take
the following major constraint of the MAP approach into account:

��
� � 1

��� � � 	 ��� �
1 (46)

where the sum over
�

represents the sum over all possible Markov models. Here lies the
difference between an ML and an MAP criterion. Any modification of the parameters of
a model ��� must be complemented by a modification of all the parameters of the other
models so as to preserve this constraint, thus making the MAP procedure discriminant.
Thus, even if the estimation formulas are the same, the re-estimation (maximization and
update) formulas will have to be different to take the constraint (46) into account. In the
following, we define the key parameters of such discriminant HMMs and we show which
constraint they must meet to guarantee (46). It is shown that this constraint is automatically
met when using MLPs to estimate these parameters.

It is also important to show that, in this case, if the “local” constraint:
�
��
� 1

1 � � �� 	 � � 

� �	� 1� � �

1 (47)
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is met (which will be the case, at least approximately, with sigmoidal MLP outputs12), the
constraint (46) on the global MAP probabilities is also met. Indeed, if Γ denotes the set of
all possible paths

�	� 1 
 � � � 
 � � 
 � � � 
 �
� 

in all possible Markov models � � , we have:

�
�
��� ���
	 ��� � �

Γ

�
�
� � ��� 
 Γ 	 ���

� �
Γ

�
�
� � ��� 	 � 
 Γ � ��� Γ 	 ���

� �
Γ

���
Γ 	 ��� � �

��� ��� 	 � 
 Γ �

and 
 assuming
�
�
��� ��� 	 � 
 Γ � � 1:

�
�
��
1 � 1

� � � 1�
1
	 � 1 �

�� �
��
2 � 1

� � � 2�
2
	 � 2 
 � 1�

1
� � � �

�� �
��
� � 1

��� � ��
� 	 ��� 
 �

�
� 1�

� � 1
���� � � � ��

�
1

It is however important to remember that this property is valid only if one considers all
possible paths through the models.

Besides the advantage of forcing discrimination, numerical problems that plague the
classical HMM are avoided when using discriminant models: namely, the lack of balance
between the transition probability values (which only depend on the topology of the model)
and the emission probability values (which decrease with the dimension of the input feature
space).

5.6 MAP Estimation and Training

Most of the ideas in this section have already been presented in (Bourlard & Morgan
1994). When that book was written, however, we did not know how to perform “full” MAP
estimation and training (i.e., taking all possible paths into account). Thus, we proposed a
Viterbi-like algorithm using conditional transition probabilities as local probabilities in a
DP procedure taking the following form:

� � � �1 

� �� 	 � �1 �

�
max� � � � � �	� 1

1 
 � ��� 1� 	 � �	� 1
1 � ��� � �� 	 � ��� 1� 
 � � � � (48)

where the index
�

points to all possible states preceding
���

and
��� � �1 


� �� 	 � �1 � denotes the
cumulative best path probability of reaching state

���
given the partial sequence � �1 . Note

that this DP procedure finds the most likely acoustic model, i.e., the left factor of (29).
During training, this type of DP was used to get a segmentation of the training data and,
consequently, to provide us with targets for the training of the MLP. While preserving
local discrimination, it was clear that constraint (46) was no longer guaranteed. Also,

12This constraint is precisely met in the case of a softmax output layer, since the outputs are normalized to
sum to 1.
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discrimination was performed at the state level only. Still, many problems were faced with
even this simplified approach, as briefly summarized in the next section, and so we were
not prepared at that time to face the more global difficulty.

However, while recently working on transition-based recognition systems, we realized
that the original discriminant HMM/MLP theory appeared to lead to the right formalism.
However, the results of some simple pilot experiments suggested that it was necessary
to be able to handle “full” MAP training and recognition of hybrid HMM/MLP systems
for transition-based to work (see Section 6). The development of this MAP estimation
procedure is the main point of this report, and is described in Section 8. We first provide a
bit more necessary background in the next two Sections.

6 Early Experiments with HMM/MLP Systems

6.1 Brief Description

In 1988, we attempted to directly use conditional transition probabilities (23) in a discrim-
inant HMM Viterbi training for the recognition of continuous speech. Unfortunately, our
early results were quite poor. As a consequence, we simplified our system significantly so
that we could begin to trace the sources of error. Over the next few years, we discovered
key practical points that are summarized in (Bourlard & Morgan 1994). These led to a
number of modifications to the basic HMM/MLP system that were initially required to get
acceptable recognition performance:

� No transition-based emission probabilities are used; i.e., probabilities like

��� � � 	 � � ����	� � � (49)

are estimated at the output of the MLP that are independent of the previous state.

� Division by the prior probabilities of the output classes to get scaled likelihood

� � � � 	 � ������	� � ���� � � �
� 1 � � �������� � 	

� � �
1 � � � � ��	� � �

for use in standard likelihood recognizers. However, as predicted, this doesn’t seem to
be required if HMM topologies are trained to better fit the training data (which is the
case, for instance, when using multiple pronunciations models that are learned from
the data (Stolcke & Omohundro 1993)). In this case, HMM topology is no longer
independent of the acoustics so the division by the priors is not required (Wooters
1993).

� It was not clear how to use information about the language model (at the word level)
in discriminant HMMs. Once we divided the MLP outputs by the prior probabilities,
we were estimating scaled likelihoods, for which standard statistical language models
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apply. In particular, the scaled likelihoods could be multiplied by language priors in
order to get estimates of the global posterior probability, as is done in standard HMM
systems.

� Only Viterbi approximation of full posterior probabilities was used for training (and
recognition). As shown later, this limitation can lead to major problems when working
with transition-based systems. However, particularly given a good initialization of
the estimators, this approximation was most likely not a bad one for the simplified
system.

6.2 Some Results

Results of a large number of experiments using embedded Viterbi training of neural networks
(as probability estimators for HMMs) have been presented in the literature (Wooters 1993;
Renals et al. 1994) and we will not substantially repeat them here. In general, these results
have shown that for controlled conditions (i.e., ones in which the only system change
is the choice of estimator between a discriminant neural network approach and a more
conventional estimator), estimators with relatively few parameters can provide significant
improvements. For instance, in a recent study by Nynex on connected digit recognition
(Lubensky et al. 1994), an MLP with 11,631 parameters provided equivalent results to a
Gaussian mixture estimator with 112,640 parameters (about .8% word error on the TI-Digits
database). In that same experiment, the Gaussian mixture estimator with 28,160 parameters
had roughly double the error rate of the MLP-based system.

For large-vocabulary continuous speech recognition, there are only a few controlled
experiments that we know of. However, in one that was done in a collaboration between
ICSI and SRI, we again found an equivalence between MLP-based performance and that of
mixture Gaussian systems with many more parameters, and a halving of error for the MLP
case when the number of parameters was equivalent (Renals et al. 1992).

Often, however, both researchers and users are simply interested in the best possible
performance, and are not concerned with controlled experiments. Given this motivation,
a number of researchers have found that the blending of probabilities or log probabilities
from the two types of systems has given better results than were obtainable from either one
alone. For instance, in the Nynex experiment, mixing the log probabilities from the best
mixture Gaussian system (which had a .7% error rate) with the MLP system (which had a
.8% error rate) led to a system with a significantly lower error rate (roughly .6% error).13

13While all of these error rates may seem extremely low, this database was artificially generated and is far
easier to recognize than similar sources obtained from natural telephone recitations of connected digit strings.
Additionally, many practical applications require the correct recognition of long strings of digits, for instance
corresponding to a credit card number. A 15-digit string that is recognized with a .6% digit error rate will be
incorrect roughly 8% of the time.
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6.3 Discussion

This brief survey of results suggests the utility of discriminant HMM hybrid systems, even
in the simplified form of our earlier HMM/MLP hybrid that:

� contained no transition information,

� was only locally discriminant,

� and used only Viterbi-like training.

However, the above limitations may have constrained our system performance when
comparing with unconstrained traditional systems, namely ones with detailed levels of
context and with huge numbers of parameters. It is likely that in order to show significant
performance advantages for discriminant HMMs we will need to conform better to the
original discriminant HMM theory. Recently we have developed algorithms which in
principle should permit us to do this, and their explanation is the major task for the rest of
this report.

7 Transition-based Recognition Systems

7.1 Motivations

In a series of experiments that were conducted at ICSI and elsewhere, it was shown that
approaches to feature extraction that emphasized transitions provided improved robustness
to some types of acoustical interference (Hermansky et al. 1992). However, we also some-
times observed degradations in recognition performance with these measures for tests that
were good matches to training conditions. Consequently, we began looking for statistical
models that were more fundamentally based on transition information.

In an earlier study we showed that given accurate transition information we can sig-
nificantly improve the recognition performance (Konig & Morgan 1994). Specifically, we
studied a time-index model that explicitly conditions the emission probability of a state on
the time index, where time index is defined as the number of frames between entering a
state and the current frame.

In a recent study (Goldenthal 1994), Goldenthal got a consistent improvement in phone
recognition results when enhancing his statistical trajectory models with explicit transition
models. He used a set of 200 canonical transitions that were created by clustering all the
transitions in the training set. Each canonical transition modeled the trajectory of a fixed
number of frames centered about the transition boundary.

The studies mentioned above indicate the importance of transition information and
transition modeling to an improved recognition performance. Segment-based models
have also been used to attempt to model the non-stationarity of speech without explicit
dependence on transition information. In segment-based models the basic unit is a se-
quence of acoustic vectors emitted in a given speech unit (a “segment”), as opposed to
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a single acoustic vector as used for HMMs (Digalakis 1992; Ostendorf & Roukos 1989;
Ghitza & Sondhi 1993).

Given this background, we began to experiment with simple forms of statistical training
that modeled transitions. The rest of this section reports on some pilot experiments with
this motivation.

7.2 Early Experiments

Given the theoretical properties of the Discriminant HMM/MLP model described earlier,
we felt that empirical evaluations of this model would be a first good step in improving
our understanding of transition-based systems. In particular, we began to empirically
evaluate conditional transition probabilities as used in Discriminant HMM/MLP systems
on phoneme classification and phonemic frame classification tasks.

As presented in the initial theory (Bourlard & Morgan 1994) our paradigm for training
(and recognition) was to use the Viterbi approximation, i.e., to consider only the most
probable state sequence in assigning phonetic labels to acoustic frames. We chose to
estimate the local discriminant probabilities (23) by an MLP as represented in Figure 1.
In this case, the previous state is coded as additional binary inputs, one for each possible
previous state. For every hypothesized previous state we set the corresponding input to
one and the rest to zero. As already discussed in Section 5.3, the set of possible previous
states (or the set of possible successor states for a given

� �
at the input) will be given by the

topology of the HMMs (and by the currently hypothesized states of the matching process).
In a Viterbi training (as used so far) we know the correct previous state (again by

considering only the most probable state sequence), either by having a hand-segmented
database such as TIMIT, or by running an automatic alignment (Forced-Viterbi) on the
training data. During recognition, the MLP outputs will have to be hypothesized for every
possible previous state (possibly constrained by a particular HMM topology or a language
model).

We chose the TIMIT corpus (Garofolo 1988) for our experiments because it is pho-
netically balanced, and in addition there are time-aligned phonetic transcriptions of all the
sentences in the database. The experiments were done on a 200 sentence development set
that was selected from the official training set and was not used for the training. We used
3300 sentences for training and 396 sentences for cross-validation (where the 200 sentence
development set is a subset of the cross-validation set). No language model was used in
these experiments. All of our results are on the full 61 TIMIT phone set. Our phone models
were simple one state per phone models.

The net that estimates the local discriminant probabilities (as shown in Figure 1) had
1000 hidden units, 61 outputs (the size of the phone set). There were 295 inputs to the
net, including 234 that consisted of 9 frames of 26 features each (PLP12 + log gain +
delta features for each of these 13) (Hermansky 1990), and 61 binary inputs that represent
the possible previous state. With the exception of these binary inputs, this net was the
same as the hybrid HMM/MLP system as described in (Bourlard & Morgan 1994). Our
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Figure 1: Estimating Local Discriminant Probabilities

reference HMM/MLP system (Bourlard & Morgan 1994) had 36.3% phone error on this
task. When evaluating the Discriminant HMM on this task the error rate was 40.4%. This
was an intriguing negative result; increasing the input information led to a decrease in
generalization performance. Why should this be so? Although it is difficult to draw firm
conclusions from a negative result, it can at least inspire directions of inquiry. This result
motivated the error analysis as described in the following section.

7.3 Error Analysis

As shown in the following, error analysis suggests two potential reasons14 for the observed
performance lost: (1) poor transition detection, and (2) mismatch between the input space
distribution of the MLP during training and recognition.

The first potential problem is missing transitions; i.e., implicitly the net is a transition
detector because when it determines that the current state is different from the previous
it signals a transition, and transition detection between phonemes is known to be a hard
problem (see (Glass 1988)). In order to test this assumption we compared the performance
of the MLP described above on two kinds of acoustic frames: transition frames that start
a new segment, i.e., their phonetic label is different from the previous frame, and all other
frames, i.e., self-loop frames. While presenting the correct previous state, the frame level
performance on the development set was:

1. Self-loop frames: 85.5% of correct phonemic classification.

14Other than bugs.
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2. Transition frames: 39.2% of correct transition detection and classification.

Transitions thus seems harder to detect and classify than “steady-state” frames. However,
we suspect that this is not (only) due to the properties of transitions but to two problems
related to the training and testing procedure:

1. We have much less training data for transition frames that for “steady-state” frames
(less than one-sixth). Thus the classifier will tend to focus its learning ability on the
steady-state phonetic classification.

2. Our training procedure assumes that a single frame is the transition and that its neigh-
bors are not transitions. This does not make sense in terms of the acoustic phonetics,
since many spectral transitions are gradual. This makes a difficult classification
function for a network to learn.

Additionally, we think that another possible source of the observed degradation of
performance is the potential disparity between training and recognition input populations.
During training we only present to the net “correct” pairs of acoustic vectors and correct
previous state, while in recognition we expect the net to generalize to all possible com-
binations of acoustic vectors and previous states. Some of these recognition inputs can
be completely meaningless, e.g., like the combination of the acoustics of a middle of a
vowel and a previous state that corresponds to a plosive. The net is not trained on anything
close to these “impossible” pairs, but through the vagaries of interpolation could end up
having the highest MLP outputs during recognition. This problem is often referred to as the
“lack of negative training example” and sometimes can be partially overcome by presenting
additional negative training examples to the net (Zavaliagkos et al. 1994).

In order to test this hypothesis we computed the frame level performance of the net on
the development set for the following two cases:

1. Presenting the correct previous state, we got 79.4% frames correct.

2. Presenting all possible previous states and taking as the winner the output with the
highest activity, i.e., taking for every frame the maximum of 61 by 61 probabilities
(61 outputs for each possible previous state), and checking if it was the correct pair
of previous state and current state. In this case we got 15.9% correct, which was the
weighted average of 18.3% correct on self-loop frames and 0.4% correct on transition
frames.

These results seem to suggest that, even for “steady-state” frames, there is a problem of
mismatch between the space of training and testing for hypothesized inputs. Of course,
the performance is also hurt by the problems mentioned earlier (a difficult classification
problem with insufficient examples for many of the classes).

All the problems identified here motivated the REMAP training and recognition algo-
rithm for HMM/MLP hybrids that is presented below. Specifically, from the first hypothesis
we learned that “hard” transitions are difficult to detect. As we will see, the full MAP training
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will provide the nets with soft targets and soft decisions, i.e., with conditional probabilities
of transitions. Furthermore, by considering all possible paths and transitions, we will reduce
the mismatch between training and recognition. A formalism will be introduced that auto-
matically considers negative training examples without the need for explicit enumeration
of impossible input combinations.

8 REMAP Training of HMM/MLP Hybrids

8.1 Motivations

The discriminant HMM/MLP theory as described above uses transition-based probabilities
as the key building block for acoustic recognition. However, it is well known that estimating
transitions accurately is a difficult problem (Glass 1988). Due to the inertia of the artic-
ulators, the boundaries between phones are blurred and overlapped in continuous speech
(Deng & Sun 1994). It is also likely that some time variability exists in human perception
of the onset of a new phonetic region. Consequently, we would like to have a “window” of
possible transitions instead of a single transition. Ideally the width of the transition window
should depend on the specific bi-phone and on the speaker. Thus we need an automated
way of estimating the transition windows to be used as targets in the MLP training.

Targets are typically obtained using an automatic alignment procedure incorporating
a Viterbi approximation. However, this procedure yields rigid transition targets, and thus
suffers from the problems mentioned above. Furthermore, our preliminary experiments
with this procedure yielded poor transition detection performance.

Another related problem in our Viterbi-based MLP training procedure is a disparity
between the training input space of the MLP and the input space used in recognition.
Specifically, in training the network only processes input consisting of “correct” pairs
of acoustic vectors and correct previous state, while in recognition we expect the net to
generalize to all possible combinations of acoustic vectors and previous states. However,
some of the hypothesized inputs may correspond to an impossible condition that has thus
never been observed, such as the acoustics of the temporal center of a vowel in combination
with a previous state that corresponds to a plosive. It is unfortunately possible that the
interpolative capabilities of the network may not be sufficient to give these “impossible”
pairs a sufficiently low probability during recognition.

One possible solution to these problems is to use a full MAP algorithm to find transition
probabilities at each frame for all possible transitions by a forward-backward (Dempster
et al. 1977) like algorithm taking all possible paths into account. Furthermore the MAP
algorithm increases the discriminant power of the model by increasing the a posteriori
probability of the correct model and reducing the posterior probabilities of all other models.
Thus, it might improve the approximation to an optimal Bayes classifier.

In the rest of this section, we describe a set of procedures that we have derived in order
to train and use the desired discriminant probability estimators in a full MAP framework.
This comprises the heart of our new developments (from a mathematical perspective).
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8.2 Problem Formulation

Full MAP training of the discriminant HMM (as defined earlier) requires solution to the
following problem. Given a trained MLP at iteration

�
providing a parameter set Θ

�

and,
consequently, estimates of

��� � �� 	 � ������	� � 

� �	� 1� 
 Θ

� � , how can we determine new MLP targets
which:

1. will be smooth estimates of the probability of a transition
� �	� 1� � � �� , �

� 
 � � � 1 
 � �
and � - ��� 1 
 ��� ,

2. when training the MLP for iteration
� � 1, will lead to new estimates of Θ

� � 1 and��� � �� 	 � ������	� � 

� �	� 1� 
 Θ

� � 1 � that are guaranteed to incrementally increase the global pos-
terior probability

��� ��� 	 � 
 Θ � ?
In Appendix A, we prove that a re-estimate of MLP targets that guarantee convergence

to a local maximum of �
�

 � 1

��� � ��� 	 �  �
 Θ � � (50)

is given by15: � � � � �� 	 � � ����	� � 

� ��� 1� 
 � � � ��� � �� 	 � 
 � �	� 1� 
 Θ

�


 � � (51)

where we have restricted the targets to be a mapping from the previous state and the local
acoustic data to the current state, thus making the estimator realizable by an MLP with a
local acoustic window. Thus, we will want to estimate the transition probability conditioned
on the local data (as MLP targets) by using the transition probability conditioned on all of
the data, as determined by procedures to be shown below.

In Appendix A, we further prove that alternating MLP target estimation (the “estimation”
step) and MLP training (the ”maximization” step) is guaranteed to incrementally increase
(50) over

�
.16

Since we know (see Section 4.3.1) how to train an MLP to lead to (good) estimates of
posterior probabilities (whatever the MLP targets are “1-from-K” binary vector or them-
selves estimates of posterior probabilities), the remaining problem is to find an efficient
algorithm to express

� � � �� 	 � 
 � �	� 1� 
 � � in terms of
��� � �� 	 � ������	� � 


� �	� 1� � so that the next
iteration’s targets can be found.

By simple statistical rules [as recalled in (1) and (2)], we have:

��� � �� 	 � 
 � �	� 1� 
 � � � 1 � � 
 � �	� 1� 
 � �� 
 � �
1 � � 
 � ��� 1� 
 � � (52)

15In most of the following, as well as in Appendix A, we consider only one particular training sequence
	 associated with one particular model � . It is, however, easy to see that all of our conclusions remain
valid for the case of several training sequences 	 
���� � 1 �������	��
 . A simple way to look at the problem is
to consider all training sequences as a single training sequence obtained by concatenating all the 	 
 ’s with
boundary conditions at every possible beginning and end point.

16Note here that one “iteration” does not stand for one iteration of the MLP training but for one estimation-
maximization iteration for which a complete MLP training will be required.
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� 1 � � 
 � �	� 1� 
 � �� 
 � �
� � 1 � � 
 � �	� 1� 
 � �� 
 � � (53)

in which
1 � � 
 � ��� 1� 
 � �� 
 � � � �

� 1
� � 
 Γ � 
 � �	� 1� 
 � �� 
 � � (54)

is equal to the sum of the probabilities of all possible paths Γ � in a particular � visiting
���

at time - � 1 and
� �

at time - . In a similar way, the denominator represents the sum of the
probabilities of all possible paths in � visiting

�	�
at time - � 1.

We can break the probability appearing in (53) into two factors as follows:17

1 � � 
 � ��� 1� 
 � �� 
 � � � 1 � � ��� 1
1 
 � �	� 1� 
 � � 1 � �

�
� 
 � �� 	 � ��� 1

1 
 � �	� 1� 
 � �� �
�	� 1
� � � � �

� � 
�� � (55)

in which:
� �

��� 1
� � � � 1 � � �	� 1

1 
 � �	� 1� 
 � � is the “forward” probability, defined as the probability
of observing the partial acoustic sequence � ��� 1

1 and being in class
� �

at time - � 1.

� �

�
� � 
�� � � 1 � �

�
� 
 � �� 	 � �	� 1

1 
 � �	� 1� 
 � � is the “backward” probability, defined as the
probability of observing the rest of the sequence and starting from state

� �
at time -

given that we have already observed � ��� 1
1 and that we were in class

���
at time - � 1.

Since we cannot afford to compute and memorize all possible paths in (54) to compute��� � �� 	 � 
 � �	� 1� 
 � � , we need to find recursions to compute the forward and the backward
probabilities in terms of local probabilities

��� � �� 	 � ���������� 

� ��� 1� � generated by the MLP. As

done with standard HMMs, these local probabilities will be assumed independent of � .
Also, in the following, to simplify notation, we will disregard the dependency on � ,
keeping in mind that all the following � ’s and

�
’s will be computed using specific models

����� associated with training sentences �  .
8.3 Forward Recursion

By applying simple statistical rules, we have:
�
��� 1
��� � � 1 � � ��� 1

1 
 � � � 1� �� � � 1 � � �1 

�
��� 1 
 � �� 
 � � � 1� �

� � � 1 � � �1 

� �� � 1 � � ��� 1 
 � ��� 1� 	 � �1 


� �� �
� � � �

�
� � � ��� � � � 1� 	 � �1 


�
��� 1 
 � �� � 1 � � ��� 1 	 � �1 


� �� �
� � � �

�
� � � ��� � � � 1� 	 � � � ��	� � 


� �� � � � � 1
� � � (56)

17This probabilistic factorization and the resulting recurrence procedures were strongly inspired by the
alpha-beta factors of the forward-backward algorithms used for data likelihood estimation. The new factor-
ization and procedures turns out to be quite different, however.
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where � ��� 1
� � � � 1 � � ��� 1 	 � �1 


� �� � ; the sum over
�

extends over all possible previous states.
It will be shown later that this factor does not appear in the training procedure. Dur-
ing recognition, if not neglected, it could be estimated via a predictive neural net or an
autoregressive model.

Initialization of this forward recursion is done according to

�
0
� � � � 1 � � 0

� 

�

0 � � 1 (57)

in which
�
� is the non-emitting initial state. This initialization is similar to what is used in

the case of the traditional forward-backward algorithm.

8.4 Backward Recursion

In a similar way, we have:

�

�
� # 
 � � � 1 � �

�
� 
 � �� 	 � �	� 1

1 
 � �	� 1 �
� � � 1 � � � 
 �

�
� � 1 


� �� 
 � � � 1� 	 � ��� 1
1 
 � �	� 1 �

� � � 1 � �
�
��� 1 


� ��� 1� 	 � �1 

� �	� 1 
 � �� � 1 � � � 


� �� 	 � �	� 1
1 
 � ��� 1 �

if 1st order HMMs :
� � � �

��� 1
� � 
 � � ��� � �� 	 � �1 


� ��� 1 � 1 � � � 	 � �	� 1
1 
 � �	� 1 �

� 1 � � �� 	 � ���������� 

� �	� 1 � � �

� # � � � �

� � 1
� � 
 � � (58)

Note that the last simplification, i.e.,
��� � �� 	 � �1 


� �	� 1 � � 1 � � �� 	 � �������� � 

� ��� 1 � is not necessary

in the case that we use a recurrent net to estimate the conditional transition probabilities.
However, in practice it might not make a difference if we use an MLP to estimate the
conditional transition probabilities, i.e., to do the last simplification. Initialization of this
backward recursion can be done according to

���
� 1
� 
 
 � � � 1 � �

��
� 1 


� � � 1� 	 �
�
1 
 �

�
� �

�
1 (59)

in which
�

� is the (non-emitting) final state and
�
� represents any last emitting HMM state.

8.5 MLP Output Targets Update

Given (55) and the recursions for these two factors, at each time the complete probability
specified in (52) and (53) can be obtained by computing their product (for each permissible
value of current and previous state):

1 � � 
 � �	� 1� 
 � �� � � �
�	� 1
� � � � �

� � 
 � � (60)
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and

1 � � 
 � �	� 1� � � � � 1 � � 
 � ��� 1� 
 � �� �
� � � �

�	� 1
� � � � �

� � 
 � �
� �

��� 1
� � � � � �

�
� � 
 � �

Using this in (53), we get:
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 � �� �
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� � � �
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 � �

� � � � � � 1
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� �	� 1 � � �
� # �

� � � � �

� � 1
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 � � ��� � �� 	 � � ����	� � 


� ��� 1 � � �
� # �

� � � �

��� 1
� � 
 � � � � � �� 	 � � � ��	� � 


� ��� 1 �
� � � � �

� � 1
��� 
 � � ��� � �� 	 � � ����	� � 


� ��� 1 � (61)

This final form of the equation shows that the probabilities required to determine MLP
targets can be obtained from the previous MLP outputs and the beta recursions alone. Note
also that we can compute

��� � ��� 1� 	 � 
 Θ
� � , i.e., the posterior probability of being in class

� �
at time - � 1 to be used in the training of the MLP as specified below, according to the
following:

��� � �	� 1� 	 � 
 Θ
� � � ��� � ��� 1� 
 � 	Θ

� �� � � 	Θ � �
� �

��� 1
� � � � � � �

� � 
 � �
� � � �	� 1

� � � � � � �
� � 
 � � (62)

8.6 REMAP Training Algorithm

The general scheme of the MAP Forward-Backward training of hybrid HMM/MLP systems
can be summarized as follow:

1. Start from some initial net providing
� � � �� 	 � � ����	� � 


� ��� 1� 
 Θ
� � , � � 0, � possible

� � 
 � � -
pairs18.

18This can be done, for instance, by training up such a net from a hand-labeled database like TIMIT or from
some initial forward-backward estimator of equivalent local probabilities (usually referred to as “gamma”
probabilities in the Baum-Welch procedure).
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2. Run backward recurrences to compute MLP targets
��� � �� 	 � 
 � �	� 1� 
 Θ

� � , � possible� � 
 � � -pairs. In Appendix A, we show that these new estimates of “local” posteriors
guarantee the increase of the global MAP. Also as part of the forward and backward
recurrences we compute

��� � �	� 1� 	 � 
 Θ
� � (62), i.e., the posterior probability of being

in class
� �

at time - � 1 to be used in the training of the MLP as specified below.

3. For every
�
� (or � � � ��	� � ) in the training database choose

� �	� 1�
according to

��� � �	� 1� 	 � 
 Θ
� � ,

train the MLP to minimize the relative entropy between the outputs and targets equal to��� � �� 	 � 
 � �	� 1� 
 Θ
� � . (See Appendix A for the theoretical explanation.) This provides

us with a new set of parameters Θ
�

, for
� � � � 1.

4. Iterate from 2 until convergence.

This procedure is thus composed of two steps: an Estimation (E) step, corresponding to
step 2 above, and a Maximization (M) step, corresponding to step 3 above. In this regards,
it is reminiscent of the EM algorithm originally introduced in (Dempster et al. 1977). This
latter algorithm is, however, an iterative approach to maximum likelihood estimation while
the approach proposed here is an iterative approach to maximum a posteriori probability
estimation. Also, in the standard EM algorithm, the M step involves the actual maximization
of the likelihood function. In some instances of the EM algorithm, usually referred to as
Generalized EM (GEM) algorithm, the M step does not actually maximize the likelihood
but simply increases it (by using, e.g., a gradient procedure). Similarly, REMAP increases
the global posterior function during the M step (in the direction of targets that actually
maximize that global function), rather than actually maximizing it.

Although EM or GEM algorithms can also be applied to Hierarchical Mixtures of
Experts (HME) (Jordan & Jacobs 1994), we note here that the formalism and goals are
different for these approaches than for the methods proposed here.

8.7 Remark

From a practical point of view, it is worth noting that this discriminant training is more
convenient than Maximum Mutual Information (MMI) training (see Section 11). Indeed,
MMI requires maximization of

log

� 1 � �  	 ����� 
 Θ ��� �
� �� � 1 1 � �  	 � � 
 Θ � ��� (63)

where estimation of the denominator requires running several forward recurrences of each
of the possible rival models. A common approximation evaluates an estimate of the denom-
inator by running the forward recurrence through the N-best sentence models matching �  
or through an ergodic word model containing all possible phonemes.

37



8.8 REMAP Recognition

During recognition with full MAP models, we wish to evaluate the probability of each
contending model (e.g., Markov models for a sequence of words) given the new acoustic
data, so that we can choose the model with highest probability. This can be simply
determined from the final value of the alpha recursion over the input data, as evaluated for
each possible model (for instance using an equivalent to the stack decoder algorithm for
searching the space of possible word sequences). This can be shown simply as follows,
using the notation of the previous sections:

��� ���
	 ��� � 1 � ��� 
 ���
1 � ���

� 1 � ��� 
 �
�
� 1� � 
 ���

1 � ���
� 1

1 � ��� 1
� �

�
� 1

1 
 �
�
� 1� � 	 � � ��� ��� �

� 1
1 � ��� �

��
� 1
� � � � ��� ��� � (64)

in which:

� � � is the non-emitting final state associated with � � ,
� � ��

� 1

� � � � represents the results of the forward recursion ran through � � only,

� ��� ��� � is given by the language model.

As in the more common ML approach to this problem, the scaling factor
��� ��� can be

ignored during recognition. Thus, the candidate models can be evaluated from a product
of their priors (which typically come from language models) and the final value for the
alpha (forward) recursion. As done with standard likelihood-based recognizer, recognition
based on (64) can be performed by an A

�
-like algorithm (Paul & Necioglu 1993). In the

case of continuous speech recognition, and given the definition of the forward recursion,
the
��� � � � factor will usually contain only information about the syntax at the word level

(usually N-grams) and the (state) transition probabilities introduced in (38) can be included
in the � recursion.

During recognition, both (38) or (64) could be used. However, in our definition of the
� recursion (56) we implicitly ignore the effect of the model � on the conditional state
transition probabilities by assuming that

��� � � � 1� 	 � � � ��	� � 

� �� 
 � � � ��� � � � 1� 	 � � ����	� � 


� �� � (65)
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8.9 Summary

In this section, we have described a new procedure to estimate and globally train discriminant
(posterior) probabilities of Markov models given a full utterance � , using local posterior
probabilities as obtained at the output of a neural network. In the particular instantiation
of this algorithm that is presented here, we used local conditional transition probabilities
to estimate global posterior probabilities. It is, however, clear that this algorithm can (in
principle) be realized in other ways. As with the venerable Baum-Welch procedure, we
have shown that there is an efficient procedure to iteratively converge to local probabilities
that are guaranteed to maximize a global discriminant criterion (which in our case is MAP).
Also, there is a convenient way to incorporate prior knowledge about the language.

The new algorithm presented here

1. can be used in a new form of hybrid HMM/ANN that retains the advantages of standard
HMM/ANN hybrids (local discrimination, lack of distributional assumptions, etc.),
while using “full” posterior probabilities for training and recognition;

2. still uses neural networks (in our case MLPs, although recurrent networks or TDNNs
could be used) to estimate local posterior probabilities (conditional transition proba-
bilities); but the new networks are trained with probabilistic targets that are themselves
estimates of local posterior probabilities (conditioned on the acoustic data and the
previous state);

3. iteratively estimates these optimal targets using an algorithm that is similar in spirit
to the forward-backward recursions of the Baum-Welch algorithm; and

4. can be proved to iteratively increase the global posterior probability (this is proved in
Appendix A.)

We note in passing that the proposed algorithm differs from an approach in which local
likelihoods (or transition probabilities) would be computed from the standard forward-
backward algorithms and then multiplied by the prior probabilities of states to get posterior
targets for neural net training. Although such an algorithm could potentially provide
the network with posterior probabilities estimated from full global probabilities, it is not
discriminant (in the sense that the training steps are not chosen to minimize a globally
discriminant criterion, resulting in different targets).

Section 9 generalizes the algorithm presented in this section to M-th order Markov
models. Since it is expected that this approach will prove most important for transition-
based recognition systems, Section 10 adapts the new algorithm to a particular kind of
transition-based recognition system that we have recently been studying.

We conclude this section with a discussion of the naming convention for the underlying
models used in REMAP. It could be argued that the new approach is simply an alternate
algorithm to compute parameters for a particular kind of HMM. On the other hand, it could
be argued that our hidden Markov models are no longer “hidden”. We believe that both
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interpretations are valid. A “hidden” Markov process is usually defined as two correlated
Markovian processes, where one corresponding to the state sequence that is not observed
directly, but that affects the second Markovian process associated with the observed acoustic
vector sequence. Although most early papers (Baum & Petrie 1966) referred to this kind
of model as a “probabilistic function of a Markov chain”, (a very precise but somewhat
cumbersome definition), L.P. Neuwirth (Neuwirth 1970; Poritz 1988) coined the popular
term “hidden Markov model”. If we limit the definition of “hidden Markov processes” to
the initial definition it is clear that our new model is still a hidden Markov chain. In fact,
1 � � �� 	 � � 


� ��� 1� � can indeed be inverted with Bayes’ Rule to be a probabilistic function of a
Markov chain. If, however, we define hidden Markov models as models in which transition
probabilities of the underlying (hidden) state sequence can be expressed independently of
the observed acoustic vector sequence, then the MAP-based Markov model is no longer
hidden.

In any event, whatever the new stochastic models might be called, they are defined by
their topologies and by conditional transition probabilities that can be estimated by an MLP.

9 M-th order REMAP Training

In the previous section, we developed procedures for training estimators of the posterior
probabilities of models of speech utterances. These procedures relied on the factorization
of (29) and (30) (factorizing the probability of a state sequence into the product of a series
of state probabilities conditioned on previous states). They further relied on an assumption
that the local state posteriors could be evaluated without any explicit dependence on states
earlier than the immediately preceding state. That is, we assume that

��� � � 	 � 
 � �	� 1
1 
 Θ � � ��� � � 	 � 
 � �	� 1 
 Θ � (66)

While this first-order Markov assumption does not seem too bad, it is also possible to
derive analogous procedures using explicit representations of higher order dependencies,
namely

��� � � 	 � 
 � �	� 1
1 
 Θ � � ��� � � 	 � 
 � �	� 1

�	� � 
 Θ � (67)

In this section we will simply give the final form of the recursions and training procedure
of the � -th order case, without their derivation. Once the 1st order derivation is understood,
however, the Mth order case follows in a straightforward manner.19

9.1 Forward Recursion

Defining the “forward” probability � as:

�
�
� �

1 
 � 2 
 � � � 
 � � � � ��� � �1 

� ��

1 

� ��� 1�

2 
 � � � 
 � ���
��� � 1 
�

� � (68)

19We leave it as an exercise for the reader to show that this is so. We could have put the derivation in this
TR also, but it was too large to fit in the margins.
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and, using similar methods to those shown previously, we can derive the recursion

�
��� 1
� �

0 
 � 1 
 � � � 
 � � � 1 �� ��
� � 1

�
�
� �

0 
 � 1 
 � � � 
 � � � 1 � �
� � � � 1� 	 � �1 


�
��� 1 
 � �� 0 


� ��� 1�
1 
 � � � 
 � ���

� � � 1 
�
� � 1 �

� � �
� � 1 	 � �1 


� ��
0 

� ��� 1�

1 
 � � � 
 � ���
� � � 1 
�

� � 1 � (69)

For the case of � �
1, this recursion reduces to the relation that was derived previously.

9.2 Backward Recursion

Similarly, the “backward” probability
�

can be defined as

�

�
� �

0 
 � 1 
 � � � 
 � � � � 1 � �
�
� 
 � �� 0 	 � �	� 1

1 
 � ��� 1�
1 
 � ��� 2�

2 
 � � � 
 � ��� ��
� � (70)

Again, using similar methods to those shown in Section 8.4, we can derive the recursion

�

�
� �

0 
 � 1 
 � � � 
 � � �
� � � �

��� 1
�
� 
 � 0 
 � 1 
 � � � 
 � � � 1 � � � � �� 0

	 � �1 

� �	� 1�

1 
 � �	� 2�
2 
 � � � 
 � �	� ��

� �
� � �

� 	 � �	� 1
1 
 � ��� 1�

1 
 � �	� 2�
2 
 � � � 
 � �	� ��

� � (71)

in which the only approximation is due to an assumption of an � -th order model.
As with the forward recursion, for the case of � �

1, this recursion reduces to the
relation that was derived previously.

9.3 MLP Output Targets Update

Plugging the � �

� �
order relations into the expression of the desired posterior probability,

we can get the general case for the required recursion for the target values:

� � � ��
0
	 � 
 � ��� 1

��� � 
 Θ �
� � � �

��� 1
�
� 
 � 0 
 � 1 
 � � � 
 � � � 1 � ��� � �� 0 	 � �1 


� �	� 1�
1 
 � �	� 2�

2 
 � � � 
 � �	� ��
� �

� �
0
� � �

� � 1
�
� 
 � 0 
 � 1 
 � � � 
 � � � 1 � � � � �� 0

	 � �1 

� ��� 1�

1 
 � ��� 2�
2 
 � � � 
 � ��� ��

� � (72)

where the predictor terms drop away as they did in the 1st order case.

9.4 M-th order REMAP Training Algorithm

Using the same local acoustic input as described for the 1st order case, we summarize the
full procedure as follows:

1. Start from some initial net providing
��� � ��

0
	 � � ����	� � 


� �	� 1�
1 
 � �	� 2�

2 
 � � � 
 � �	� ��
� 
 Θ

� � , � � 0,

� possible
� � � 1 � -tuples

� � ��
0 

� ��� 1�

1 
 � ��� 2�
2 
 � � � 
 � ��� ��

� � ,
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2. Run backward recursions to compute MLP targets
��� � ��

0
	 � 
 � �	� 1�

1 
 � � � 
 � �	� ��
� 
 Θ

� � , �
possible

� � � 1 � -tuples
� � ��

0 

� ��� 1�

1 
 � �	� 2�
2 
 � � � 
 � ��� ��

� � ,
3. For every

�
� in the training database, train MLP with output targets equal to��� � ��

0
	 � 
 � �	� 1�

1 
 � �	� 2�
2 
 � � � 
 � �	� ��

� 
 Θ
� � , � possible � -tuples

� � ��
0 

� �	� 1�

1 
 � ��� 2�
2 
 � � � 
 � ��� ��

� �
at the input or for a limited subset as imposed by the HMM topology. This provides
us with a new set of parameters Θ

�

, for
� � � � 1.

4. Iterate from 2 until convergence.

The corresponding recognition algorithm is precisely the same as given for the 1st-order
case, with the exception that the alpha definition has changed.

9.5 Discussion

The 1st order REMAP algorithm, as defined earlier, turns out to be a convenient special
case of the general M-th order algorithm. However, in general it should be expected to be
much more difficult to implement higher order systems. While the recursions are not much
more complicated, each probabilistic estimate now is dependent on many more terms, so
that training may be difficult in general.

Nonetheless, the abstract � -th order case may be of some significance, because other
assumptions than the 1st order one may prove to be practical. In the following section, we
briefly discuss some perceptually oriented assumptions that could be made, and show the
effect they could have on the REMAP procedure.

10 Stochastic Perceptual Auditory-Event-Based Models (SPAMs)

10.1 General Description

In (Morgan et al. 1994), we describe a statistical model of speech that is broadly based
on perceptual constraints. In this case, the model is constrained to consist of a sequence
of auditory events or avents, separated by relatively stationary periods (ca. 50-150 ms).
Avents correspond to times when the spectrum and amplitude are rapidly changing, which
are believed to be the most important regions for phonetic discrimination (Furui 1986).

In this new formalism, states receive observations rather than emit them. Each state
corresponds to an avent from the avent set

� � � �	�
0 
 � 1 
 � � � 
 ���  , in which

�
0 represents a

non-perceiving (or non-avent) state. In this framework,
� �� refers to avent

� �
being perceived

at time - . In our current experiments, we are initially assuming that the avents occur during
times of significant spectral change, and as such probably correspond to something like
truncated diphones. In this approach, all of the stationary regions are tied to the same class
(
�

0). Markov-like recognition models can use avents as time-asynchronous observations.
A statistical model � � of a word or a sentence is then defined as a sequence of avent

states (
� �

’s, with
� �� 0), with no self-loop, with the non-avent state in between (including a
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self-loop). In a manner that is analogous to the discriminant HMMs of the earlier sections,
we can compute (Morgan et al. 1994)

��� ��� 	 � 
 Θ � from local probabilities like

1 � � �� 	 � ������	� � 

� �	� ∆ � � 
� 
 ∆ � - � � 


�
� �

�
0 
 1 
 � � � 
 �

�
� �

1 
 2 
 � � � 
 � � (73)

in which ∆
� - � represents the time difference between time frame - and the time that the

previous avent was observed. We note that a related variable frame-rate analysis method
was already proposed in (Russell et al. 1990). In that method, when consecutive acoustic
frames were “too” similar, only the first frame and the length of the (dropped) sequence as
an additional input variable (our ∆

� - � ) were passed to the training and recognition process.
This idea is similar to SPAMs except that, in our case, we are actually using a recognition
model. Also, the assignment of frames to “non-perceiving states”

�
0 (essentially, which

frames to drop) is based on a global criterion and not on local decisions. However, both
approaches will emphasize dynamic portions of the speech signal, incorporate implicit
duration modelling, and remove correlation between successive frames. These effects
make the recognition process more consistent with HMM assumptions. In (Russell et al.
1990), this was shown to improve recognition performance.

Discriminant models can be trained to distinguish among all classes (including the non-
avent class). The training data can be automatically aligned using dynamic programming,
and the discriminant system (e.g., a neural network) can be iteratively trained towards the
optimal segmentation.

In addition to using a discriminant recognition model, this approach should focus
modeling power on the perceptually-dominant and information-rich portions of the speech
signal, which may also be the parts of the speech signal with a better chance to survive
in adverse environmental conditions (since timing between auditory events seems to be
an important aspect of robustness to noise). The tying of non-avent states also permits
statistical models that include dependencies on states long before the current one, without
exploding the parameter requirements.

10.2 REMAP for SPAMs

The SPAM assumptions can be considered as a special case of the � -th order models
described earlier, with a few modifications:

1. States are defined to be either an avent class or the single non-avent class that
corresponds to all “non-informative” or stationary states. With the exception of this
latter class, then, the states may be viewed as themselves representative of spectral
transitions.

2. All of the � predecessor states that are not avents provide no information about the
current state other than the time between the previous avent and the current state.
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3. If two avents fall within the most recent � states, we ignore the older one (assuming
that the effects from the more recent one will be more important).

Given these modifications, all of the recursions and relations given in the previous
section can be rewritten in a form that is more compact than the general � -th order case.
This compactness also is indicative of the reduced computation and difficulty in training,
since the dependency on past states is reduced to a single state, as in the 1st order case. The
only additional complexity is the addition of explicit dependencies on duration between
avents. However, the details of the derivation are somewhat different from the earlier one,
and so will be provided here with some explanation.

We define

�
��� 1
�
∆
� - � 
 � � � 1 � � �	� 1

1 
 � ��� 1 
 � � � 
 � �	� ∆ � � 
� � (74)

where the subscript for the state at time - � 1 is left unspecified, since it is either an avent
state (in which case it is state � ), or a non-avent state (in which case it is state 0).

We further define a backward factor

�

�
�
∆
� - � 
 # 
 � � � 1 � �

�
� 
 � �� 	 � �	� 1

1 
 � �	� 1 
 � � � 
 � �	� ∆ � � 
 � (75)

And then we will compute MLP targets from a ratio of terms that will be computed from
their product, as before.

10.2.1 Forward recursion

Keeping in mind that ∆
� - � 2 � refers to the time difference between - � 2 and the time that

the most recent avent was observed, we require a forward probability

�
��� 1
�
∆
� - � 2 � 
 � � � 1 � � � � 1

1 
 � � � 1� 
 � � 
 � � � 
 � ��� 2 � ∆ � � � 2 
� �� �
∆ � ��� 1 
 _  

1 � � ��� 1
1 
 � ��� 1� 
 � � 
 � � � 
 � ��� 2 � ∆ � ��� 2 
� 
 � ��� 1 � ∆ � � � 1 
 � (76)

But if
� � � 1 is an avent, then ∆

� - � 2 � �
1, and

� ��� 2 � ∆ � ��� 2 
� � � � � 1. If
� ��� 1 is not an

avent, then ∆
� - � 2 � �

∆
� - � 1 � � 1, and

� � � 2 � ∆ � ��� 2 
� � � ��� 1 � ∆ � � � 1 
 . Therefore, we
can remove the - � 2 term, and we get

�
� � 1
�
∆
� - � 2 � 
 � � � �

∆ � � � 1 
 _  
1 � � � � 1

1 
 � � � 1� 
 � � 
 � � � 
 � ��� 1 � ∆ � � � 1 
 �
� �

∆ � ��� 1 
 _  
1 � � �1 


� � 
 � � � 
 � ��� 1 � ∆ � � � 1 
 � 1 � � ��� 1 
 � ��� 1� 	 � �1 

� � 
 � � � 
 � ��� 1 � ∆ � ��� 1 
 � (77)
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The first term is just the previous value for � , and in the second term we can omit explicit
mention of states other than

� ��� 1 � ∆ � � � 1 
 , replacing them by the dependence on ∆
� - � 1 � ,

as defined by the SPAM assumptions. This gives

�
� � 1
�
∆
� - � 2 � 
 � � � �

∆ � � � 1 
 _  
�
�
�
∆
� - � 1 � 
 # � 1 � � � � 1 
 � ��� 1� 	 � �1 
 ∆

� - � 1 � 
 � � � 1 � ∆ � ��� 1 
 �
� �

∆ � � � 1 
 _  
�
�
�
∆
� - � 1 � 
 # � 1 � � ��� 1� 	 � ��� 1

1 
 ∆ � - � 1 � 
 � ��� 1 � ∆ � � � 1 
 �

1 � � � � 1 	 � �1 
 ∆
� - � 1 � 
 � � � 1 � ∆ � ��� 1 
 � (78)

in which the last step was a simple factorization that is the same step that is taken for the
1st order case of Section 8.

Note that as in that case, � ��� 1
1 can be approximated by � � ����	� � , and that the final term is

an autoregressive factor that is a SPAM form of the earlier case. As before, this factor will
not appear in the training, but will (ideally) be used in the recognition.

10.2.2 Backward recursion

The backward recursion can be obtained as follows:

�

�
�
∆
� - � 
 # 
 � � � 1 � �

�
� 
 � �� 	 � �	� 1

1 
 � ��� 1 
 � � � 
 � ��� ∆ � � 
 �
� �

∆ � � � 1 
 _
� � . 1 � �

�
� 
 � �� 
 � ��� 1� 
 � ��� 1 � ∆ � � � 1 
. 	 � ��� 1

1 
 � �	� 1 
 � � � 
 � �	� ∆ � � 
 �
� �

∆ � � � 1 
 _
� � . 1 � �

�
� � 1 


� � � 1� 	 � �1 

� ��� 1 � ∆ � � � 1 
. � �� 
 � ��� 1 
 � � � 
 � ��� ∆ � � 
 �

1 � � � 

� �� 
 � ��� 1 � ∆ � ��� 1 
. 	 � �	� 1

1 
 � ��� 1 
 � � � 
 � �	� ∆ � � 
 � (79)

However, it turns out that
�

is entirely determined by ∆
� - � , # , and

�
, since

� � � �
if ∆
� - � 1 � � 1

# otherwise

Therefore we can remove the inner sum. Additionally, we can remove some other terms.
For the first factor, we can remove the dependence on

� �	� ∆ � � 
 , since it is either identical
to or older than the other avent state, and we are assuming a dependence that only goes
back one avent into the past. For the second factor, the state

� � � 1 � ∆ � ��� 1 
 provides no new
information, since it either corresponds to

� � or
� ��� ∆ � � 
 , depending on whether or not an

avent occurs at time - .
Taking into account these points, we get

�

�
�
∆
� - � 
 # 
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∆ � � � 1 
 _
� 1 � �

�
� � 1 


� ��� 1� 	 � �1 

� �� 
 � ��� 1 
 � � � 
 � ��� 1 � ∆ � ��� 1 
. �

1 � � � 

� �� 	 � ��� 1

1 
 � �	� 1 
 � � � 
 � �	� ∆ � � 
 �
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� �
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 ∆
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 �

1 � � � 	 � �	� 1
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 ∆ � - � 
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 � (80)

where the second last step gave the factorization between posterior and predictor probabili-
ties, and the last step summarized the non-avent states by their duration, which is consistent
with the SPAM assumptions .

10.3 MLP Output Targets Update

Plugging the SPAM recursions into the expression of the desired posterior probability, we
can get the required recursion for the SPAM MLP target values:

��� � �� 	 � 
 � �	� ∆ � � 
 
 ∆ � - �
� � �
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 � �
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 _
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� � 1
�
∆
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 � 
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 ∆ � - � �
� � � ∆ � ��� 1 
 _

� �

��� 1
�
∆
� - � 1 � 
 � 
 � � ��� � �� 	 � �1 


� ��� ∆ � � 
 
 ∆ � - �
� (81)

where the predictor terms drop away as they did in the 1st order case, and where the
dependence on the data sequence can be approximated by a local window as before.

10.4 Discussion

Unlike the general � -th order case, the SPAM version of the REMAP estimations is
only expanded out by a factor corresponding to the range of permitted durations to the
most recent avent. Thus, in principle one can derive important correlations between the
states over a significant region of time (e.g., 100 msec) without a crippling increase in
computational or training data requirements. This simplicity is dependent, of course, on
the SPAM assumptions, which may not be good ones. However, this section provides an
alternate to the 1st-order approach. At this stage we have no way of knowing which will
provide the more useful model of speech nonstationarities for recognition. Nonetheless,
this section (and the � -th order case described previously) show that there are a number
of modifications and extensions to the basic 1st order REMAP procedure that can be
considered.

11 Related Discriminant Approaches

As briefly recalled at the beginning of this paper, there are two conceptual problems with
the maximum likelihood approach (apart from all the hypotheses that are usually done in
systems based on standard HMMs):
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� It is implicitly assumed that the model (with all its assumptions relative to its topology
and probability density functions) is accurate and reflects the structure of the data
(although the data might not adhere to the constraints imposed by the HMMs). If we
had enough training data, it would probably be preferable to infer all the parameters
of the models (including topology and non-parametric probability density functions)
directly from the data. This can be seen as implicitly using a Bayes or MAP criterion
(i.e., maximizing

��� � 	 ��� ) during training instead of ML. Since MAP includes the
effects of prior information, the language model would also be inferred from the
training data. However, it appears that this would require a prohibitive amount of
training data.

� By training with ML instead of MAP, we strongly reduce the discriminant properties of
HMMs. Ideally, each HMM should be trained not only to generate high probabilities
for its own class, but also to discriminate against rival models.

Both of these two points (but particularly the second one) are related to the discussion that
follows on discriminant criteria for HMM training.

The ML criterion can lead to optimal recognition performance only if the model is an
exact statistical model of the source. It has indeed been shown that ML will give the optimal
estimator under a certain set of conditions (Nadas 1983). However, these conditions are
rarely (if ever) satisfied in speech recognition. With an inaccurate model, the best we can
do is to optimize its ability to distinguish between the underlying source symbols, which
is typically achieved by replacing the ML criterion by a discriminant The source symbols
of a language model can be defined at many possible levels, including sentences, words,
phones or HMM-states, each of them leading to a different discriminant criterion.

In this section, we briefly discuss related discriminant approaches that have been pro-
posed for speech recognition and compare them with the approach described in this paper.

11.1 Maximum Mutual Information (MMI)

Initially introduced in (Bahl et al. 1986; Brown 1987), this method aims at maximizing the
mutual information (Cover & Thomas 1991) between a set of (sentence) models � ��� and
the associated sequences of acoustic vectors �  . This mutual information is then defined
as (Cover & Thomas 1991):

� � � ��� 
 �  	Θ � � �
�

� � _ � �
1 � � ��� 
 �  	Θ � log

1 � ����� 
 �  	Θ ���� ����� 	Θ � 1 � �  	Θ � (82)

� � �����
� � _ � � �Θ 


�
log

1 � � ��� 
 �  	Θ ���� ����� 	Θ � 1 � �  	Θ � � (83)

where Θ is the whole parameter space (for all models) in which optimization is performed
and the sum over � ��� �  represents a sum over all training utterances.

� �����
� � _ � � �Θ 
 stands

for the expected value according to the mass function 1 � � ��� 
 �  	Θ � .
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For one particular
� � ��� 
 �  � set, we then have:

� � � ��� 
 �  	Θ � �
log

1 � � ��� 
 �  	Θ ���� ����� 	Θ � 1 � �  	Θ �
�

log
1 � �  	 ����� 
 Θ �

� �� � 1 1 � �  	 ��� 
 Θ � ��� ���
	Θ � (84)

As already mentioned in Section 4.1, the language model parameters Θ
�

are often assumed
independent of the acoustics parameters Θ and are estimated independently from a (large)
text copra. Furthermore, the likelihoods 1 � �  	 ��� 
 Θ � depend only on the parameters Θ �
present in � � . As a consequence, (84) can be rewritten as

� � ����� 
 �  	Θ � � log
1 � �  	 � ��� 
 Θ ��� �

� �� � 1 1 � �  	 � � 
 Θ � � ��� � � 	Θ � � (85)

in which the contribution of each term in the denominator is weighted according to the
prior probability of the associated sentence as given by the language model and which is
independent of the acoustic training data.

It is obvious that (84) and (85) are discriminant criteria. In (Bahl et al. 1986) it is shown
that it is possible to get some kind of re-estimation recursion of local probabilities but,
unfortunately, there is no proof that the recursion converges and there is no guarantee that
the new estimates of (e.g., transition) probabilities are positive. As a consequence, a local
gradient ascent method is usually used for optimization and the standard (likelihood-based)
forward-backward recurrences are used to estimate the gradient. This is similar to the
Alpha-Nets presented in (Bridle 1990)20 in which the gradient of the mutual information
criterion takes the form of the backward recurrence used in the Baum-Welch algorithm. In
the framework of hybrid HMM/ANN systems, this MMI criterion has been used in (Bengio
et al. 1992), in which the ANN generates the sequence of acoustic vectors for the HMM
and is trained to optimize the (global) MMI. In that paper, it is shown that it is possible
to compute the gradient of the HMM training criterion (MMI or ML) with respect to the
parameters of the ANNs.

However, in addition to “theoretical” problems, this algorithm suffers from a “practical”
problem for continuous speech recognition. Indeed, optimization of Θ to maximize (84)
requires not only a forward recurrence for the numerator, but also many forward recurrences
for the denominator to estimate the contribution of all possible rival model.

Several solutions have been proposed to alleviate this problem, including:

1. If phoneme models are trained, the use of a “looped” phonetic model, i.e., a word
model that allows any possible phoneme sequence (Merialdo 1988). This model
may generate all possible phoneme sequences and, by running the forward recursion
through it, may provide the summed probability in the denominator of (84).

20And which are not “regular” nets.
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2. Estimating the denominator in (84) by running an N-best algorithm providing the
N-best (rival) sentences through which we run the forward recursion.

With the algorithm we propose in this paper, in addition to all the advantages of
“standard” HMM/MLP hybrids (i.e., local nonlinear discrimination, time correlation and
no significant assumptions about probability density functions), we do not need to run
multiple forward recursions. Also, all probabilities will always be estimates of actual (local
and global) posterior probabilities, will be positive and will sum to one.

11.2 MAP Probability

As discussed in Section 4.1 , the ideal criterion to be maximized during training of HMMs
is the posterior probability

��� � ��� 	 �  � that a Markov model � ��� generates the acoustic
vector sequence �  . According to Bayes’ rule, this probability can be written as

��� � ��� 	 �  
 Θ � � 1 � �  	 ����� 
 Θ � ��� ����� 	Θ �
1 � � 	Θ � (86)

where Θ is the parameter set in which optimization is performed. As already mentioned
in Section 4.1, the language model parameters Θ

�
are often assumed independent of the

acoustic parameters Θ. Furthermore, the likelihoods 1 � � 	 � ��� 
 Θ � depend only on the
parameters Θ ��� present in � ��� . As a consequence, (86) may be written as:

� � � ��� 	 �  
 Θ � � 1 � �  	 � ��� 
 Θ ��� � � � ����� 	Θ � �
� �� � 1 1 � �  	 ��� 
 Θ � � ��� ��� 	Θ � � (87)

As shown in Section 4.1, restricting maximization of
��� � ��� 	 �  
 Θ � to the subspace of the

����� parameters leads to the maximum likelihood criterion usually used in standard HMM
training.

On the other hand, maximization of (87) with respect to the whole parameter space is
equivalent to maximization of

1

1 �
� � �� � � ����� � � �	� _ Θ � 
�� � ��� �Θ � 

����� � � � � � _ Θ � � 
�� � � � � �Θ � 


or maximization of 1 � �  	 ����� 
 Θ ��� � ��� ����� 	Θ � �
� ���� ��� 1 � �  	 ��� 
 Θ � � ��� ��� 	Θ � � (88)

which leads to discriminant models since it implies that the contribution of the numerator
should be enhanced while the contribution of all possible rival models, represented by the
denominator, should be reduced.

If the parameters of the language model Θ
�

are assumed independent (and estimated
independently) of the acoustic parameters,

��� �,��� 	Θ � � is then a constant during acoustic
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training and can be disregarded in the maximization process. Maximization of (87) is then
equivalent to maximization of

1 � �  	 ����� 
 Θ ��� �
� �� � 1 1 � �  	 ��� 
 Θ � � � � ��� 	Θ � � (89)

which is nothing else than the exponential of the mutual information criterion (see next
section). Given (88), the sum over

�
in (89) can include all models allowed by the grammar

(including the correct) or only the rival models.
In conclusion, if the parameters of the language model are estimated independently of

the acoustic parameters, maximization of (86) is then simply equivalent to maximization of
mutual information, and there is no advantage in optimizing posterior probabilities instead
of mutual information.21 However, in general the model priors (language model) not only
refers to syntactical information at the word level, but also to prior information at, for
instance, the word and phoneme levels. In those cases, one could attempt to optimize the
language model together with the acoustic model, which is exactly what the full MAP
optimization is doing.

11.3 Embedded Viterbi

A simple, frame-based, discriminative criterion is the Viterbi approximation of the “full”
MAP presented in this paper. In this case, each HMM-state is considered as a separate
source symbol and the training algorithm attempts to maximize the posterior probability of
detecting the correct state

� �� given
�
� . The Viterbi algorithm will then minimize

log
� � � 	 ��� �

�
�

� � 1

log
��� � � 	 � � � (90)

This is what has been used for several years in standard hybrid HMM/MLP systems
(Wooters 1993; Renals et al. 1994; Renals et al. 1992; Robinson 1994). In this case,
the Markov models are only used to find state targets that are then used to estimate local
posterior probabilities, which can be done, e.g., by an MLP. This kind of algorithm is
very simple and basically performs discrimination between individual states, rather than
between phonemes, words or sentences. Although it is possible to prove (see Section 5.5
and (Bourlard & Morgan 1994)) that preserving the MAP constraints at the local level also
preserves the MAP constraint at the global (sentence) level, it is not certain that improving
discrimination at the local level implies improving discrimination at the global level, i.e.,
iteratively increasing the global a posteriori probability.

11.4 Generalized Probabilistic Descent (GPD)

Generalized Probabilistic Descent (GPD) is another discriminant approach that is sometimes
used to train speech recognition systems. GPD is actually very close in spirit to MMI,

21Apart, of course, from the advantages of using an MLP and acoustic context to estimate local probabilities.
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although it permits generalization to different kinds of training criteria (Katagiri et al.
1991).

The general idea of GPD is actually simple and can be summarized as follows. Given
the whole set of parameters Θ, define a discriminant function associated with each (word
or sentence) model � � as � � � � ; Θ � . This discriminant function can be any differentiable
distance function or probability distribution. Several instances of this are discussed in
(Katagiri et al. 1991), each of them leading to different interpretations (as is also the case
for MMI and MAP training). However, often the discriminant function is defined as:

� � � � ; Θ � � � log 1 � � 	 � � 
 Θ � (91)

Here again, (91) can be considered as the “full” (word or sentence) likelihood, the best-
path (Viterbi) approximation (referred to as “segmental GPD training”) or any intermediate
solution like a sum over the

�
-best matching path scores. Another solution could be to

define � � � � ; Θ � as the MMI in (85). However, since this will then be used in a discriminant
measure (as defined below) taking all the classes into account, it can be easily shown that
using MMI or full likelihoods as discriminant functions results in the same misclassification
measure.

Classification (i.e., recognition) will then be based on that discriminant function accord-
ing to the (usual) rule

� � �  if # �
argmax� � � � � ; Θ � (92)

Given this discriminant function, we can define a misclassification measure that will
measure the “distance” between one specific class and all the others. Here again, several
measures can be used, each of them leading to different interpretations. However, one of
the most general ones given in (Katagiri et al. 1991) is:

�  � � ; Θ � � �  � � 
 Θ � � log

��
1

� � 1
�
����  exp

���
� � � � ; Θ �
���� 1 ��	

(93)

in which � represents the total number of possible reference models. It is easy to see that if� �
1, (93) is then equivalent to (85) in which all the priors are assumed equal to 1 
 � .

The error measure (93) could be used as the criterion for optimization by a gradient-like
procedure, which would result in something very similar to MMI training. However, the
goal of GPD is to minimize the actual misclassification rate, which can be achieved by
passing �  � � ; Θ � through a nonlinear, nondecreasing, differentiable function

�
(such as a

sigmoid function) and then minimizing
� �

Θ � � �  
�
� � � �

� � �  � � ; Θ � � (94)

Other functions can be used to approximate the error rate. For example, we can also
assign zero cost when an input is correctly classified and a unit cost when it is not properly
classified, which is then another formulation of the minimum Bayes risk.
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As briefly shown above, this approach is certainly very general and includes several
discriminant approaches as particular cases. For some problems such as continuous speech
recognition, however, this approach has the same potential difficulty as MMI, i.e., the need
to estimate “scores” (whatever they might be) of both the correct model and for all possible
rival models.

11.5 Discussion

A wide range of discriminant approaches to speech recognition have been studied by
researchers. A significant difficulty that has remained in applying these approaches to
continuous speech recognition has been the requirement to run computationally intensive
algorithms on all of the rival sentences. Since this is not generally feasible, compromises
must always be made in practice. For instance, estimates for all rival sentences can be
derived from a list of the “N-best” utterance hypotheses, or by using a model of all possible
phonemes.

It may be that the fundamental potential practical advantage to REMAP is that it is a
discriminant training algorithm that does not require the explicit enumeration of possible
rivals in order to get a globally and locally discriminant training. In any event, it seems
that it is at least important to explore full MAP approaches, which actually appear to be
more straightforward than MMI (for continuous speech). Additionally, of course, we retain
the advantages that we have described about using MLPs for the local estimation (freedom
from distributional assumptions, and ability to learn high order correlations between flexibly
chosen features).

12 Conclusions

The writing of a paper can have many purposes. One of the most important for us was to
write clearly in one place the sets of ideas that we have been working on these last few
months. In this sense we have by definition succeeded, since we now know where to look
for the information that we held so clearly in our heads a few weeks ago.

Additionally, however, reports have a more social role; others may be also interested
in learning about our work. Thus we wish to communicate our ideas to other readers as
well. This is a much harder task. There is a great deal of detail here, and it may be hard
for someone who is not working in an extremely similar area to easily follow all of it. It is
unfortunately quite likely that many readers may have become lost in the detail.

Therefore, as a public service, we offer this brief summary of the major conclusions
(we think) that we have reached concerning our recent work on recursive estimation and
maximization of a posteriori probabilities (for speech recognition):

� We have a method to estimate and train full MAPs (for sequences).

� This can be used in a new form of hybrid HMM/MLP in which, in addition to the
advantages of standard HMM/MLP hybrids, we use “full” posterior probabilities for
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training and recognition.

� We still use neural nets (in our case MLPs, though recurrent nets or TDNNs could be
used) to estimate local posterior probabilities (conditional transition probabilities),
but our nets are trained with probabilistic targets that are themselves estimates of
local posterior probabilities (conditioned on the acoustic data and the previous state).

� We have a way, similar in spirit to the forward-backward recursions of the Baum-
Welch algorithm, to estimate these optimal targets given a previously trained neural
network.

� We have a convergence proof that guarantees iterative increase of the global posterior
probability (see Appendix A).

� This method is valid for any hybrid HMM/MLP system but, in this paper, was
developed in the framework of “Discriminant HMMs” using conditional transition
probabilities.

� It is expected that this approach will prove most important for transition-based recog-
nition systems.

� This approach can be generalized easily to other transition-based recognizers like
SPAMs.

� We don’t have any major experimental results yet, but this should come soon...

� It is however possible that this new approach (even just the theory) opens several new
research paradigms (we may have just opened Pandora’s box...)
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A Convergence Proof of REMAP HMM/MLP Training

A.1 Introduction

Below we prove convergence (at least to a local minimum) of the 1st order REMAP training
algorithm described in Section 8. We show that for any training sentence � 22, an iteration
consisting of

1. estimating new MLP training targets from a previously trained MLP via backward
recursion, and

2. training the MLP with the new targets

will increase the global MAP probability of the sentence model given the sequence of
acoustic vectors, i.e.

��� � 	 ��� . It is easy to see that this proof can be generalized to several
training sentences since this is then simply equivalent to training on a long sentence built
up by concatenating all training sentences (with additional start and end point constraints).

The proof has three main steps:

1. Defining an auxiliary function such that maximizing that function is equivalent to
maximizing the global posterior probability of the correct model and, (since such
probabilities must sum to 1 for the complete set of possible models) minimizing the
posterior probabilities of the rival models.

2. Finding new targets for training the MLP that maximize the auxiliary function.

3. Showing that training the MLP with those new targets (using a weighted relative
entropy error criterion) leads to an increase in the value of the auxiliary function.

Note that while this paper has largely assumed the use of an MLP for the required
probability estimation, other gradient-trained estimators (such as a recurrent network) could
also be used.

A.2 Definitions

Let us define an auxiliary function23 � ���
1 
 � 2 � as a function of two probability sets

�
1 
 � 2

�
ϒ, where ϒ is the set of all conditional transition probability sets that have been defined
in this paper as the set of probabilities

� � � �� 	 � � 

� �	� 1� � for all permitted values of

�
, � ,

and - . Each set thus contains the
� 2 � possible condition transition probabilities, where�

is the number of states in the model, and � is the number of acoustic vectors. Note
that the probability sets can be a function of a probability estimator. In our case, these

22To simplifyour notations, all the followingproofs willbe done for only one trainingsentence 	 associated
with the Markov model � , but it is easy to see that all the proofs remain valid in the case of several training
sentences 	 
 associated with � � � , for � � 1 �������	��
 .

23This auxiliary function is usually denoted � ��� � . However, to avoid any possible ambiguity with an HMM
state sequence, we denote it � ��� � in this paper.
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probabilities are estimated by an MLP with parameter (weight) set Θ, in which case we
denote the probabilities as

��� � �� 	 � � 

� �	� 1� 
 Θ � . In this case, the probability set

�
also becomes

a function of Θ and is then denoted by
� �

Θ � .
The auxiliary function

� ���
1 
 � 2 � is then defined as

� ���
1 
 � 2 � � 1��� � 	 � 
 � 1 �

�
Γ

� � � 
 Γ 	 � 
 � 1 � log
��� � 
 Γ 	 � 
 � 2 � (95)

where Γ is a legal path (state sequence) in model � and
��� � 
 Γ 	 � 
 � � � represents the

probability of a specific path Γ in � given a probability set
� � .

A.3 Theorem 1

Theorem 1:

IF
� ���

1 
 � 2 � � � ���
1 
 � 1 �

THEN
��� �	 � 
 � 2 � � ��� � 	 � 
 � 1 � .

In other words, if we can find a new set of probabilities
�

2 increasing
�

, the new set of

probabilities will also increase the posterior probability of the model � .

Proof:

log
��� �	 � 
 � 2 ���� �	 � 
 � 1 �
�

log

�
�

Γ

��� � 
 Γ 	 � 
 � 1 ���� � 	 � 
 � 1 �
��� � 
 Γ 	 � 
 � 2 ���� � 
 Γ 	 � 
 � 1 � �

� �
Γ

��� � 
 Γ 	 � 
 � 1 ���� � 	 � 
 � 1 � log

� ��� � 
 Γ 	 � 
 � 2 ���� � 
 Γ 	 � 
 � 1 � ��
because of Jensen � s inequality and concavity of log function �� � ���

1 
 � 2 � �

� ���
1 
 � 1 �

(Note that the random variable used for the Jensen’s inequality is a � ��� _ Γ � � _ � 2 

� ��� _ Γ � � _ � 1 
 which is a

deterministic function of the random variable Γ). As a consequence, we have:

log
��� � 	 � 
 � 2 ���� � 	 � 
 � 1 �

� � ���
1 
 � 2 � �

� ���
1 
 � 1 � (96)

which proves the theorem. If a new set of probabilities
�

2 that makes the right-hand side
of (96) positive can be found, then the model re-estimation algorithm can be guaranteed to
increase the posterior probability of the model to

��� �	 � 
 � 2 � .
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A.4 Theorem 2

The question that arises from the first theorem is how to find a new set of probabilities�
2 that increases the value of the auxiliary function

� �2/ � and, consequently, the posterior
probability of the correct model (and therefore also minimizes the posterior probability of
the rival models).

Theorem 2:

Given
�

1 a fixed set of probabilities that is estimated by an MLP with a fixed set of weights
Θ, we show that

� ���
1 
 � 2 � attains its maximum value when the conditional transitional

probabilities
�

� 2

� � �� 	 � � 

� ��� 1� � � �

2 are defined as24
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Proof:

We now treat the conditional transitional probabilities
�

� 2

�0/ � as the variables for the opti-
mization. To maximize

� �0/ � in that transition probability space we thus have to solve
� 2 �

equations of the form: � � ���
1
�
Θ � 
 � 2 �

� �
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0 (98)

under the
� � constraints�

�
 � 1

�
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 � (99)

Using Lagrange multipliers Λ
� � &

1 _ 1 
 � � � 

&

1 _
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 � � � 
 & � _ 1 
 � � � 


& �
_
� � �

, maximization of� �2/ � as defined in (95) under the constraints specified in (99) is then equivalent to maxi-
mization of

� � ���
1 
 � 2 
 Λ � � � ���

1 
 � 2 � �
� �
_ �
&(�

_ �
��
1 �

�
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 � 1

�
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� �	� 1� � �� (100)

So we have
� 2 � unknowns that are the conditional transition probabilities in

�
2 and

� �
unknowns that are the Lagrange multipliers. Furthermore, we have the same number of
equations as we compute the partial derivative of

� � �0/ � relative to each unknown and
equalize it to zero. Fortunately it turns out that we can solve each of the

� 2 � equations
described above independently and find solutions that satisfy the

� � constraints.
Considering a specific transition

� � �	� 1� 
 � �� � , we then have:
� � � �2/ �
� &(�

_ �
�

0 (101)

24Of course, all � � ’s in the following should be replaced by 	
���������� if local contextual input is used, or 	

�
1

for a recurrent network.

62



which returns the constraint (99). For the partial derivative of
� � �2/ � with respect to

�
� 2

�0/ � ,
we first use the following decomposition:

� � � 
 Γ 	 � 
 � 2 � � ��� Γ 	 � 
 � 2 � � � � 	Γ 
 � 
 � 2 � (102)

According to (34), the first factor in (102) can be expressed as

���
Γ 	 � 
 � 2 � �

�
�

� � 1

�
� 2

� � �� 	 � � 

� ��� 1� � (103)

Also, the second factor in (102) can be assumed independent of the conditional transition
probabilities (i.e., given a state sequence, the probability of the model does not depend on
the transition probabilities), in which case we have:

� � � 	Γ 
 � 
 � 2 � � ��� � 	Γ 
 ��� (104)

Taking partial derivatives, then, the second term in (102) has no effect, since it can be
assumed to have no dependence on

�
� 2

� � �� 	 � � 

� �	� 1� � , and since it only appears as an additive

term once the logarithmic function has been applied.
We then get

� � � �0/ �
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where Γ
�
_
�
_ � stands for those paths containing the transition

� � ��� 1� 
 � �� � . Solving (105) gives
us: �
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We now have to find the value (or “a” value) of
& �

_ � that guarantees that the new estimates
of
�

� 2

� � �� 	 � � 

� �	� 1� � will meet the constraint. It is possible to find it without directly solving

the set of equations. It is indeed easy to show that:
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Since the second factor in (107) is a function of
�

and - only we can set
& �

_ � to��� � ��� 1� 	 � 
 � 
 � 1 � which then gives us, according to (106):
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This is a valid solution since the constraint�
��
� 1

��� � �� 	 � 
 � �	� 1� 
 � 
 � 1 � � 1 
 � � and � -

given in (99) is automatically met.25 In order to verify that we got a maximum point we
have to compute the Hessian matrix. It is easy to see by looking at (105) that all the non
diagonal elements are zero. In computing the diagonal elements we get
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2
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(109)

and it is obvious that for probabilities (i.e., positive numbers) we get negative diagonal
elements. Thus, we found a maximum point. This proves Theorem 2 which, briefly, says the
following. A trained MLP with a fixed set of parameters (MLP weights) Θ provides us with
estimates of conditional transition probabilities

��� � �� 	 � � 

� ��� 1� 
 � 1

�
Θ � � (estimated on a given

training data set � � �	�
1 
 � � � 
 � � 
 � � � 


� ��
) � - �

1 
 � � � 
 � and �
� 
 � � 1 
 � � � 
 � . Given

these estimates, obtained at the output of the MLP, it is possible to compute re-estimates of
the conditional transition probabilities

�
� 2

� � �� 	 � � 

� �	� 1� � � � � � �� 	 � 
 � ��� 1� 
 � 1

�
Θ � 
 � � by the

backward recursion given in (58) to increase the global posterior probability of the correct
model � over

��� � 	 � 
 � 1 � .

A.5 Theorem 3

As opposed to the “standard” EM algorithm (Baum et al. 1970; Baum 1972), Theorems 1
and 2 are not enough to prove convergence of the training process for two reasons:

1. The MLP training is usually minimizing a function (e.g., least mean square or relative
entropy) that is different from the function optimized in Theorem 2. As a consequence,
we have to prove convergence through the same auxiliary function

� �0/ � .
2. Theorem 2 gives us new (“optimal”) values (MLP targets) for the conditional transition

probabilities which are going to be used to train the MLP. If the cost function can be

25We cannot prove that this is a unique solution since most of the equations are nonlinear but we know this
is a least one valid solution.
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trained to reach its optimal minimum, the MLP will just “learn” the targets and we
will have

�
� � �

� 

� ��� 1� 
 Θ � � 1 � � �� 	 � 
 � �	� 1� 
 � 
 � 1 � (110)

which, by Theorem 2, is known to increase
� �2/ � and, consequently,

� � � 	 ��� . In this
case, of course, we proved that MLP training is increasing

��� � 	 ��� and we do not
need anything more. However, in general, the nets will not be trained to their optimal
minimum because of

� “overlapping” of input patterns (e.g., two instances of the same pattern with two
different classifications).

� use of cross-validation (early stopping) (Bourlard & Morgan 1994) to avoid over
fitting and to get better estimates of actual probabilities.

Below we describe a training procedure for the MLP and a corresponding error criterion.
We show that by minimizing this criterion we are maximizing the auxiliary function

� �0/ � .
Thus by Theorem 1 we increase the posterior probability of the correct sentence. By this
we show convergence (at least to a local minimum) on the training set.

Specifically, given a trained MLP with a set of weights Θ
�

which provides a set of
conditional transition probabilities

�
1
�
Θ

� � and given a sequence of acoustic vectors � and
a model � , we can compute (by using the Discriminant HMM backward recursion) a new
set of probabilities
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(111)
which will be used as targets to adapt further the MLP weights to a new set of weights Θ

� � 1

and, consequently, a new set of conditional transition probabilities
�

2
�
Θ

� � 1 � .
In the following we prove this property in the case of a weighted relative entropy

�
� ,

similar to a common cost function for MLP training.26 In this case, given a sequence of
acoustic vectors � and a model � and the current set of parameters Θ

�

, the parameters
Θ

� � 1 of the MLP are trained to minimize

�
�
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Θ

� � 1 � ���
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where �
� � �

� 

� �	� 1� 
 Θ

� � 1 � is the � -th output of the MLP given weight set Θ
� � 1 and inputs

(
�
� 

� �

). Note that the expected value
�
� �	� � _ � � � 1� � � _ � _ Θ ��
 is taken according to the distribution

of the input variables that in the case of the Discriminant HMM are the concatenation of

26Relative entropy is a particularly common error criterion for classification and probability estimation
tasks, and we have used it for all of the speech training systems that we have developed over the last few
years. The new criterion will actually only differ in that the expectation leading to its formulation will be
taken with respect to the entire network input space, which includes a choice for the previous state.
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the acoustic input and the previous state. In this case (112) can also be expressed as:
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Given that
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replacing
� � �0/ � with its definition

�
111 � we get :
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It is easy to see that the above criterion will reach its global minimum when the outputs
of the MLP will be equal to the targets 27. Note that the relative entropy between two
probability mass functions is always greater or equal to zero (Cover & Thomas 1991).Thus,
given that the targets are posterior probabilities, a network trained to the global minimum
of error criterion (114) will estimate the posteriors.

An important point is that previous state
� �	� 1�

is not part of the features that are ex-
tracted from the speech waveform. Thus the scaling factor

��� � ��� 1� 	 � 
 � 
 � 1
�
Θ

� � � is needed
to compute the expected value over the “extended” input space. There are several ways
to implement this scaling, one is to choose the previous state uniformly and to scale the
error signal that is back propagated by this factor. An alternative way in stochastic gradient
descent training (online training) is to implement this criterion by first choosing the acoustic
frame

�
� at random from the training test, and then choosing the previous state according

to
��� � �	� 1� 	 � 
 � 
 � 1

�
Θ

� �
� .

27In the case that both the target probabilityand the net outputare zero, this still holds given lim ��� 0
� log

�

�
�

0
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Theorem 3

When we minimize the weighted relative entropy criterion (20) with the target set
�

(which
is calculated from a probability set

�
1) we maximize the auxiliary function

� �0/ � . Specifically
the new set of probabilities

�
2, implemented by the trained MLP satisfies the following:

�
�

�
Θ

� � 1 �  �
�

�
Θ

� � � � � ���
1
�
Θ

� � 
 � 2
�
Θ

� � 1 �
� � � ���
1
�
Θ

� � 
 � 1
�
Θ

� �
� (115)

Proof:
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Below we show that the change in the auxiliary function
� �0/ � is with the same magnitude

(within a scaling factor that is fixed for an utterance) but with the opposite sign.
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where Γ
�
_
�
_ � stands for those paths containing the transition
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A closer look at the last equation shows the term that we got for the difference in
the auxiliary function

� �2/ � is with opposite sign and proportional magnitudes (by 1� ) to
the difference in

�
� in (116) Thus, minimizing the cost function

�
� (as part of the MLP

training) is equivalent to maximizing the auxiliary function
� �0/ � . Thus, we have proved

Theorem 3, and in fact showed that to minimize error criterion (114) is equivalent (within
a scaling factor) to maximizing the auxiliary function. In combination with the previous
Theorems, this confirms that a network trained using error criterion (114) and targets
defined by Theorem 2 will increase the auxiliary function. This in turn means that the
global probability of the correct model will be increased.

In practice we compute the change of the error measure on a cross-validation set to
guide the training schedule of the MLP, e.g., for deciding the learning rate and the stopping
point.

A.6 Summary and Discussion

Like the EM algorithm, REMAP training consists of two major steps: estimation (which
in this case is estimating new targets for the MLP), and maximization (which here consists
of adapting the MLP weights to maximize performance on the new set of targets). Here
we have proved three theorems that together show that each iteration of REMAP training
increases the posterior probability of the training sentence. It is assumed that the training
set is a good sample of the overall input space, and cross-validation techniques could be
used to check that we have not over-fit to the training data, e.g., by computing the change
of the posterior probability on an independent set after every iteration of the REMAP
algorithm. In principle, REMAP should ultimately provide improved recognition accuracy
for practical systems. However, as with all other gradient-based optimization techniques,
we will be vulnerable to potential difficulties with local minima. Further, in order to derive
the training and recognition algorithms described here, we still have had to make a number
of simplifying assumptions. While we do not think that they will be serious limitations, it
will take experimentation to learn the practical tradeoffs. More generally, “there’s many a
slip twixt the cup and the lip.”
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