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Abstract

As of this writing, the automatic recognition of spontaneous speech by computer
is fraught with errors; many systems transcribe one out of every three to �ve words
incorrectly, whereas humans can transcribe spontaneous speech with one error in
twenty words or better. This high error rate is due in part to the poor modeling of
pronunciations within spontaneous speech. This dissertation examines how pronun-
ciations vary in this speaking style, and how speaking rate and word predictability
can be used to predict when greater pronunciation variation can be expected. It in-
cludes an investigation of the relationship between speaking rate, word predictability,
pronunciations, and errors made by speech recognition systems. The results of these
studies suggest that for spontaneous speech, it may be appropriate to build mod-
els for syllables and words that can dynamically change the pronunciations used in
the speech recognizer based on the extended context (including surrounding words,
phones, speaking rate, etc.). Implementation of new pronunciation models automati-
cally derived from data within the ICSI speech recognition system has shown a 4-5%
relative improvement on the Broadcast News recognition task. Roughly two thirds
of these gains can be attributed to static baseform improvements; adding the ability
to dynamically adjust pronunciations within the recognizer provides the other third
of the improvement. The Broadcast News task also allows for comparison of perfor-
mance on di�erent styles of speech: the new pronunciation models do not help for
pre-planned speech, but they provide a signi�cant gain for spontaneous speech. Not
only do the automatically learned pronunciation models capture some of the linguistic
variation due to the speaking style, but they also represent variation in the acoustic
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model due to channel e�ects. The largest improvement was seen in the telephone
speech condition, in which 12% of the errors produced by the baseline system were
corrected.
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I would often notice that (that) in reporters' stories, the interviewees sounded
way more interesting than the reporters. And it wasn't that the (rep-) reporters
were bad writers or anything. It's because the interviewees were talking the
way that people normally talk, whereas the reporters were simply reading from
a script. . . . The thing that we respond to on the radio most readily is the sound
of a real person talking, actually, really.
| Ira Glass, interviewed by Terry Gross on National Public Radio's \Fresh
Air," May 27, 1999

This thesis addresses issues surrounding the modeling of word pronunciations in
both spontaneous and non-spontaneous speaking modes, particularly for use within an Auto-
matic Speech Recognition (ASR) system. In particular, I investigate ways to automatically
derive word pronunciations to capture pronunciation variability arising from di�erences in
speaking style. I also examine the correlation of word pronunciations to various factors de-
scribed in the next sections; incorporating these factors into an ASR pronunciation model
may improve system performance. This chapter begins with a discussion of speaking mode;
the latter part of the chapter is devoted to pronunciations and their modeling within ASR
systems.

1.1 A matter of style

People use spoken language in a large number of ways: to give speeches, to tell
stories, to talk to a friend on the phone, or to whisper good-night to a sleepy child. It is
telling that English, like most languages, has many di�erent verbs for the act of communi-
cation, including spout o�, gabble, harangue, and spill the beans. The quotation from Ira
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Figure 1.1: Percentage of words in the Broadcast News corpus with n syllables for sponta-
neous and planned speaking styles.

Glass that starts this chapter suggests that humans react di�erently to the myriad types of
speech found in the world. The di�erent types of speech are often referred to as speaking
styles, speaking modes, or registers.

Examining Glass's statement, we see that he makes a distinction between reading
pre-written words and so-called normal speech. Using this dichotomy, Glass identi�es two
speaking styles: scripted and unscripted speech. The use of the word \normally" indicates
that the unscripted mode of speech sounds more natural to him| a sentiment that is shared
by most people.1 Levin et al. [1982] found that subjects who were asked to distinguish
between speakers telling stories and reading stories aloud were able to correctly do so 84%
of the time (chance=50%). These two speaking modes are therefore perceptually distinct.

What is it that makes speaking styles di�erent, particularly when spontaneous
speech is compared with planned speech? Zwicky [1972b] warns that it is di�cult to deter-
mine exactly what factors are involved:

It is much easier to give clear examples of casual speech . . . than to say precisely
what distinguishes casual speech from careful speech.

1What makes this quote even more interesting is the context in which it appears. At this point in the
interview, Terry Gross asks why Glass's show sounds so extemporaneous, yet \every word is there for a
reason, every sentence has an economy." Glass's response indicates that a third speaking style is really
being used on his show that combines elements from the scripted and unscripted speaking modes.
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Ayers [1994] also points out that \no single acoustic aspect of the signal conveys the spon-
taneity reliably." Despite these admonitions, there are di�erences in language usage that
distinguish spontaneous and read speech. One factor is the choice of words. Glass, for
instance, uses the word way in an informal manner (\interviewees sounded way more inter-
esting. . . "), where a more formal speaker would probably use the word far. Spontaneous
speakers also tend to reuse lexical items in their speech (e.g., the four instances of reporters
in the Glass quote) and choose monosyllabic words more often. Figure 1.1 compares
monosyllabic word usage in the Broadcast News corpus [NIST, 1996, 1997]; words with one
syllable account for almost 9% more word tokens (instances) in the spontaneous portion of
the corpus.

Spontaneous speech also makes use of slightly di�erent syntactic patterns than
planned speech. For instance, at the end of the quotation above, Glass ampli�es what he is
saying by using the phrase \the sound of a real person talking, actually, really." If one were
to reiterate an idea in this type of situation in planned speech, a full phrase would probably
be used. Syntactic structures in read speech are often hierarchical, where spontaneous
speech utilizes a more linear structure.

Another di�erence of the unscripted speaking style is the introduction of dys
u-
encies | extra repetitions, false starts, or hesitations that are edited out by the listener.
Glass's statement contains two dys
uencies, indicated by the parenthetically marked words.
While dys
uencies can also occur in planned speech, they are less prevalent in this domain.
Spontaneous speech has a cyclical pattern of dys
uent followed by 
uent speech that is not
seen in read speech [Henderson et al., 1966], presumably because of the online cognitive
processing necessary in planning a spontaneous utterance. The periodicity of the cycle is
usually on the order of 10 to 15 seconds; during the dys
uent phase of the cycle, there
is a marked increase in the number of �lled pauses2 and hesitations at non-grammatical
junctures (i.e., in the middle of a grammatical constituent).

Hesitation and pausing are part of a larger set of linguistic variables called prosodic
variables. Prosodics are an important cue to the speaking style of the utterance: Levin et al.
[1982] removed most of the phonetic structure of read and spontaneous speech samples,
retaining only intonation and pause structure of each utterance. This was accomplished
by applying a low-pass �lter with a cuto� of 312 Hz to the scripted and unscripted stories
in their experiment. With this low a cuto�, the phonetic identities would be obscured,
since the bulk of phonetic information is in the 300{4000 Hz frequency range. Human
classi�cation of the low-pass �ltered stories into spontaneous and read speech was correct
an average 72% of the time | lower than the 84% correct classi�cation for full-bandwidth
speech, but still signi�cantly higher than chance. Thus, intonation and pauses are a cue for
determining speaking mode. Laan [1997] extended this experiment by resynthesizing pairs of
spontaneous and read utterances identical in word content. The resynthesis process involved
taking measurements of the pitch, segmental duration, and relative energy of phonemes in
both the spontaneous and read utterances, and copying one or more of these features from

2Filled pauses are voiced sounds made by a speaker in order to hold the 
oor in a conversation while the
speaker is constructing the sentence, as in \Um, I don't know, um what to do in this situation." The actual
sound is language speci�c: American English speakers often use \um" or \uh," while German speakers' �lled
pauses are closer to \er."
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one utterance to the other. For instance, in one test condition the read-speech example
was modi�ed to have the intonational structure of the spontaneous sample. Laan showed
that subjects' perceptions of unmodi�ed speech was correct 71% of the time, while when
all three features were swapped (pitch, duration, and energy), the speaking types of the
utterances were identi�ed as identical to the original speaking type only 43% of the time
| less than chance. How these features correlate with speaking style is still debated in the
literature; for instance, di�erent studies have found that the mean fundamental frequency
(F0) for spontaneous speech can be higher [Daly and Zue, 1992], lower [Koopmans-van
Beinum, 1990], or the same as read speech [Ayers, 1994]. However, the relative frequency
of occurrence of some intonational patterns (such as rising contours found in questions that
determine if the listener is comprehending) is agreed to be di�erent in the two speaking
styles [Ayers, 1994].

Di�erences in speaking style can also correlate with di�erences in the pronunci-
ation of words. Casual speaking style is often accompanied by a number of phonological
phenomena, as described by Zwicky [1972b]. These processes include assimilation (in which
one sound becomes more like another in manner or place of articulation, e.g., tin pan ) tim
pan), deletion of phonetic segments (e.g., don't know ) don'know), and monophthongiza-
tion (e.g., I don't know ) ah don't know). Kaisse [1985] warns that casual speech is not the
same as fast speech. This is exempli�ed by the phonologically reduced phrase lea'me alone
[Levelt, 1989, p. 369], which can be spoken at slow speaking rates; the deletion indicates
a casual register, rather than fast speaking rate.3 Phonological phenomena also depend on
higher-level linguistic structures; some phonologically short words are allowed to adjoin to
other words (cliticization), as in I have ) I've. This can happen only in a few syntactic
contexts. Syllable structure also plays a part in determining reductions | syllable-�nal
consonants are less likely to be fully realized in spontaneous speech [Fosler-Lussier et al.,
1999; Greenberg, 1997a; Cooper and Danly, 1981].

The implication of these speaking style di�erences for the �eld of Automatic Speech
Recognition (ASR) is that system performance will depend on the ability of system compo-
nents to model the variability introduced by speaking style. In fact, current state-of-the-art
speech recognizers do not perform well when speaking style changes. For the last few years,
there has been an annual assessment of how well speech recognition systems decode radio
and TV news programs. Figure 1.2 shows the word error rates for all of the systems that
participated in the 1998 DARPA Hub4E Broadcast News Evaluation [Pallett et al., 1999];
in this �gure, the error rates for spontaneous and planned utterances in studio recording
conditions are shown. The number of errors produced by each of these systems was 60{100%
more for the spontaneous condition.

3Levelt actually assumes that phonological phenomena are only indirectly a consequence of casual register,
and that the speaking rate actually is the direct cause of this reduction, in contrast to Kaisse's view. However,
I disagree with Levelt's notion that causal register is secondary, since at certain speaking rates, both leave

me and lea'me are possible, the only di�erence being the speaking mode. Rather, it is the speaking rate and
register in conjunction that determine the likelihood of this type of reduction.
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1.2 What is pronunciation?

Since the goal of this dissertation is to improve models of pronunciation for ASR
systems, a de�nition of the concept of pronunciation is in order. As speakers and listen-
ers, humans have an intuitive feel for pronunciation | people chuckle when words are
mispronounced and notice when a foreign accent colors a speaker's pronunciations. Most
introductory linguistics texts, however, do not even de�ne this basic concept. In essence,
pronunciation refers to two related constructs: the act of producing an acoustic message (as
in \Eric's pronunciation is horrible,") or the actual acoustic message itself in an abstract
sense (\The pronunciation of cat is [k ae t]"). As described in the next chapter, linguistics
devotes (at least) two �elds to detailing the production of pronunciation: phonetics, which
studies the range of vocal sounds made during spoken language generation, and phonology,
which models the variation in phonetics by �nding a smaller set of underlying categories
and determining how these categories relate to phonetic phenomena.4
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Figure 1.3: The pronunciation model within an automatic speech recognizer.

In ASR, the concept of pronunciation is embodied in the pronunciation model.
Speech recognizers take speech as input and produce a word transcript. At a very coarse
level, this is accomplished by classifying the speech signal into small sound units, or phones
(Figure 1.3). The pronunciation model determines how these phones can be combined to
make words. It is the job of the pronunciation model to determine what phone sequences
constitute valid words, e.g., to allow the phonetic sequence [d ow n n ow] to represent don't
know. System builders often look to phonology for tools to represent this variation. A
bit of caution is necessary, though: in the same way that airplanes do not 
y by 
apping
their wings, it is not clear that machines perceive patterns of phones as humans do. Some
phonological models may not carry over to the ASR domain completely.

1.3 Modeling pronunciations in an ASR system

As the next chapter describes, the pronunciation models within an ASR system
can be constructed in several ways: for example, by writing down pronunciations of words

4In fact, the boundaries between phonetics and phonology are often blurred; some authors suggest that
there is no separation between these two �elds (see Ohala [1990] for further discussion).



1.3. MODELING PRONUNCIATIONS IN AN ASR SYSTEM 7

by hand, by deriving them with phonological rules, or by �nding frequent pronunciations
in a hand-transcribed corpus. The models of pronunciation in this thesis are automatically
constructed using machine learning techniques. The pronunciation modeling paradigm in
this work allows for discovery of pronunciation patterns within particular corpora, without
presupposing the types of patterns that will be seen.

The implication of automatic discovery of pronunciation patterns in machine-based
phonetic models is that the resulting phonological patterns may not represent actual pro-
cesses found in human phonological systems. On the one hand, the baseline models of the
speech recognizer are typically linguistically seeded | that is, acoustic phone models and
pronunciations are determined by a phonetic transcription.5 Therefore, automatically con-
structed models will likely capture linguistically plausible variation patterns. On the other
hand, because the actual phone models used are statistical pattern recognizers, rather than
psychoacoustic models that would suppress channel e�ects, additional non-linguistic varia-
tions may be induced by, e.g., background or channel noise in the acoustic input. Even if
acoustic models are behaving in a non-intuitive manner, as long as the patterns of variation
are regular, we may be able to correctly recognize words with them. A pronunciation model
based on statistical learning techniques rather than on pre-de�ned linguistic constructs may
represent this non-linguistic variability within phone models, since it is di�cult to tell a
priori what the e�ects of non-linguistic variability are on phone classi�cation. This thesis
shows that with a corpus that is marked for di�erent speaking modes and acoustic condi-
tions, one can determine the extent to which linguistic and non-linguistic acoustic variation
is modeled by the pronunciation dictionary.

The development strategies of automatically learned ASR pronunciation dictionar-
ies can be divided into two basic camps. In one general class of techniques, pronunciations
are learned on a word-by-word basis from some corpus of phonetic transcriptions, either
hand-transcribed or automatically generated. Most dynamic pronunciation models, on the
other hand, model the variation in pronunciations on a phone-by-phone basis by choosing
appropriate phonetic representations depending on some representation of context. Both
of these paradigms have various advantages and disadvantages;6 this thesis examines the
idea of integrating context-based (dynamic) modeling of pronunciation variations into the
automatic learning of pronunciations for syllables and words.

To accomplish this goal, one must �rst de�ne the meaning of context. As indicated
in the previous paragraph, the juxtaposition of two phonetic elements can cause a di�erent
acoustic realization than when each of the two phones is spoken in isolation. Syllabic
structure also plays an important part in de�ning pronunciation context: phones at the
ends of syllables are more likely to be pronounced in a variety of ways than phones at the
starts of syllables. In Chapter 3, I present studies of the e�ects of two other factors on word
pronunciation within spontaneous speech | the rate of speech, and the predictability of
the word being spoken.

In this thesis, I expand the traditional meaning of context within ASR pronunci-
ation models. Inclusion of speaking rate, word predictability, syllable structure, and other

5Sometimes transcriptions are from hand-annotated sources, but more often, the transcriptions are au-
tomatically generated using a phonetic dictionary.

6The range of models found in current ASR systems is further described in Chapter 2.
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factors into pronunciation models may improve prediction of pronunciation variation. With
decision tree models [Breiman et al., 1984], analysis of the utility of various factors can
be studied. One can ask questions such as \is factor X more important than factor Y?" I
use analyses of this type to determine a rough hierarchy of feature relevance. Furthermore,
these contextual models improve the recognition accuracy produced by ASR systems.

1.4 Thesis outline

Chapter 2 provides a broader introduction to speech recognition and pronunciation
modeling, including an overview of formalisms for understanding pronunciation variation in
linguistics and ASR systems. I also present a short survey of factors that a�ect word pro-
nunciations. In Chapter 3, I investigate the e�ects of speaking rate and word predictability
on pronunciations of phones, syllables, and words. The variation in pronunciations due to
these factors can a�ect the performance of ASR systems; Chapter 4 presents evidence of
this phenomenon in two recognizers. The following chapter describes baseline dictionary
enhancements designed to improve recognition accuracy on the Broadcast News corpus.
Chapter 6 expands on the lessons learned in Chapters 3 and 5 by dynamically determining
the appropriate pronunciation models for a word or syllable based on an extended concept
of context, including the speaking rate and predictability of the word as conditioning fac-
tors in the pronunciation model. Finally, conclusions and future directions are presented in
Chapter 7.



9

Chapter 2

Background and Motivations

2.1 Overview of a speech recognizer . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Linguistic formalisms and pronunciation variation . . . . . . . . . . . . . . . 15

2.2.1 Phones and phonemes . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Phonological rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Finite state transducers . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Constraint-based phonology . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 ASR models: predicting variation in pronunciations . . . . . . . . . . . . . 19
2.3.1 Automatic baseform learning . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Phonological rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3 Induction of rules: stream transformations . . . . . . . . . . . . . . . 24

2.4 The WS96 transformational model . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 The baseform and surface symbol streams . . . . . . . . . . . . . . . 27
2.4.2 Alignment between streams . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 The transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.4 Pronunciation networks and dynamic dictionaries . . . . . . . . . . . 30

2.5 E�ects of linguistic variables on production and perception of speech . . . . 30
2.5.1 Word predictability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.2 Rate of speech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.3 Syllables in phonology . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Several types of pronunciation models have been described in both the linguistics
and ASR literature. These various approaches have included di�erent ways of capturing the
statistical variation of pronunciations. This chapter describes several formalisms that have
been used for this purpose and argues that a dynamic model, in which the probabilities of
pronunciations change due to di�erent contexts, is more appropriate for modeling sponta-
neous speech in ASR than a static dictionary in which pronunciations and their probabilities
are pre-set at the run-time of the recognizer. I also discuss some factors that have been
shown to a�ect pronunciations in the linguistics literature and argue for their inclusion in
a dynamic model.
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2.1 Overview of a speech recognizer

Speech transcription, as generally de�ned in the literature, is the problem of writ-
ing down what someone has said. This de�nition makes no distinction regarding the agent
that processes the utterance | whether human or machine. For speech transcription to be
accomplished automatically, models of the utterances in a language are required, so that
the best model can be selected as the transcription. This section discusses the various com-
ponents of the typical automatic speech recognition system and how pronunciation models
�t into the system.

Utterances that are the input to an ASR system are recorded as acoustic signals
and digitally quantized into some representational vector X = x1; x2; : : : ; xt, where t de-
pends on the length of the utterance. This representation is usually based on what speech
scientists know about the psychological representation of sound in the human auditory
system.

If the range of possible utterances (word sequences for speech transcription) in the
universe is M, the speech recognition problem can be stated formally as:

M� = argmax
M2M

P (M jX) (2.1)

In other words, what is the string of words M� that has the highest probability given
the acoustic waveform that was input into the computer? This probability is, in general,
intractable to compute; Bayes' rule, however, is applied to break up this probability into
components:

argmax
M2M

P (M jX) = argmax
M

P (XjM)P (M)

P (X)
(2.2)

= argmax
M

P (XjM)P (M) (2.3)

During recognition, the prior probability of the acoustics P (X) in the denominator of Equa-
tion 2.2 may be removed from consideration because the argmax operator does not depend
on X at all, that is, P (X) is constant over all hypothesized utterances (M). Thus, the
ASR system must model two probability distributions: (1) the probability of the acoustics
matching the particular hypothesis P (XjM), and (2) the prior probability of the hypothesis
P (M).

Of course, it is di�cult to model the likelihood P (XjM) directly | this would
involve modeling the relationship between all acoustic sequences and all possible utterances.
In order to makes the models more tractable, in large vocabulary speech recognition we
invoke conditional independence assumptions to subdivide the models. Words in utterances
are represented by subword units called states. Models of utterances are deconstructed into
a state sequence Q, representing the total joint probability of the acoustics X and model
M with three separate models, each with its own linguistic correlate. As noted above, X is
an acoustic representation that might correspond to a model of human acoustic perception.
The M vector is usually representative of a sequence of words, and Q is a sequence of sub-
word units, usually phones. Three di�erent terms that comprise the complete probability
distribution map onto di�erent sub�elds of linguistics:
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PA(XjQ): The probability of acoustics given phone states (known as the acoustic model)
is similar to psychological models of categorical perception.

PP (QjM): This is the probability of phone states given the words, encompassing the
pronunciation model and duration model, which maps onto the �elds of phonetics,
phonology, and to some extent, morphology. We will shortly see how the pronunciation
and duration models are further decomposed into separate models.

PL(M): The prior probability of word sequences (the language model) has a correlate in
the linguistic areas of syntax and semantics.

These three models, PA, PP , and PL, are related to P (X;M) as follows:

argmax
M

P (X;M) = argmax
M

P (XjM)P (M) (2.4)

= argmax
M

X
Q

P (XjQ;M)P (Q;M) (2.5)

� argmax
M

X
Q

PA(XjQ)PP (QjM)PL(M) (2.6)

� argmax
M

max
Q

PA(XjQ)PP (QjM)PL(M) (2.7)

Equation 2.5 follows directly from probability theory; the subsequent equation makes the
assumption that the acoustic likelihood is independent of the word models given the state
sequence. This represents a representational savings since the lexicon numbers in the tens
of thousands, but the number of di�erent states in a system is only on the order of 40 to
1000, depending on the type of sub-word unit. In order to restrict the search space over the
models, a Viterbi approximation is often employed, where the summation is replaced with
a maximum over the state sequences (Equation 2.7).

The typical ASR system has di�erent components that estimate each part of the
model (Figure 2.1). Acoustic features of the acoustic signal are produced by the auditory
front end. MFCCs (Mel Frequency Cepstral Coe�cients) are a popular choice of represen-
tation, although PLP (Perceptual Linear Prediction) [Hermansky, 1990] has recently gained
in popularity for large-vocabulary tasks. At ICSI, the Modulation SpectroGram Filtered
Features (MSG) have recently been developed for robustness to noise and reverberation
[Kingsbury, 1998].

Acoustic likelihoods (PA(XjQ)) can be calculated in one of several ways. In tra-
ditional Hidden Markov Model (HMM) systems, a Gaussian distribution over the phones
can be determined for individual acoustics and phones (PA(xtjqj)); these estimates are then
multiplied together to give an overall estimate of the probability PA(XjQ).

1 An extension
of this model is the triphone, which gives estimates of PA(xtjq

j+1
j�1): the probability of an

acoustic vector given a phone and its immediate neighbors.

1This assumes that, given the state sequence, one acoustic vector is independent of the next | an
assumption often attacked in the literature, although in practice this assumption is passable.
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Figure 2.1: Block diagram of a typical ASR recognizer.

In a hybrid Hidden Markov Model-Arti�cial Neural Net (HMM-ANN) system
[Bourlard and Morgan, 1993], a neural network is used to calculate posterior estimates
of the states given the acoustics (P (QjX)). With Bayes' Rule, this probability can be
converted into the traditional HMM acoustic likelihood:

PA(XjQ) =
P (QjX)P (X)

P (Q)
(2.8)

although the prior on the acoustics (P (X)) is not computed (since it is constant during
recognition), giving scaled likelihoods. For the most part, in this thesis the source of
likelihoods is not critical; I treat the acoustic model as a black box.2

Likewise, the language model (LM) that provides an estimate of PL(M) is not a
concern of this thesis. Typical large-vocabulary decoders use n-gram grammars for the LM.
In general, the probability of a word model sequence M can be decomposed as follows:

PL(m1 : : : mt) = P (mtjmt�1;mt�2; : : : ;m1)P (mt�1jmt�2; : : : ;m1) : : : P (m1) (2.9)

2The only case where this is not true is in the use of acoustic con�dence scores, which depend on the
posterior probability P (QjX), as described in Chapter 5.
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=
tY

i=1

P (mijmi�1; : : : ;m1) (2.10)

An n-gram grammar makes the assumption that word histories more than n � 1 words
before the current word do not a�ect the probability:

PL(m1 : : : mt) �
tY

i=1

P (mijmi�1; : : : ;mi�(n�1)) (2.11)

Trigrams are the most common LMs nowadays, although many systems have been moving
toward incorporation of 4-grams for very large tasks.

The concern of this thesis is how to determine the pronunciation model, PP (QjM).
The pronunciation model serves an important role: it acts as the interface between acous-
tic models and words, creating mappings between these two models. As an interface, a
pronunciation model must deal with variation from both sides: linguistic variation in pro-
nunciations caused by such factors as predictable word sequences or increased speaking rate,
and acoustic model variation due to noisy environments and the like.

In the system used at ICSI, the model PP (QjM) is broken into two parts, as il-
lustrated by Figure 2.2. First, a set of HMM phone models give durational constraints for
individual phones. How the phones are concatenated into words is determined by the pro-
nunciation dictionary. In most systems, this dictionary is a lookup table, giving phonemic
representations (or baseforms) of each word. When words have more than one representa-
tion, the table is referred to as a multiple pronunciation dictionary. This dictionary provides
a model of baseform sequences, PB(BjM), as part of the overall pronunciation model:

PP (QjM) = PD(QjB)PB(BjM): (2.12)

In general, the baseform pronunciations of a word are assumed to be independent of the
word context; that is,

PB(BjM) �
nY
i=1

PP (bijmi); (2.13)

where bi is the pronunciation given to the ith word in the pronunciation sequence B. In a
static dictionary (left path of Figure 2.2), the model that provides HMM state sequences
from the baseforms, PD(QjB) contains only duration information, as the phones used to
make up the word are given by B.3 The duration model in our system indicates the number
of HMM states to allocate to each baseform phone, and the transition probabilities between
states of a phone.4

3This is true for the ICSI monophone recognizer; for triphone-based systems, PD(QjB) also includes the
mapping from baseforms to triphone models.

4In general, the duration model determines the topology of the HMM for a phone. This can be de�ned by
a state-to-state transition matrix; absolute constraints on duration, such as a minimum path length through
the HMM, can be implemented by inserting zeros in the transition matrix. Some systems choose to allow
only ones and zeros in the transition matrix and explicitly incorporate a probabilistic term for the duration
of phones or words.
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In Equation 2.12 it is assumed that the choice of the state sequence Q depends
solely on the baseform sequence B. Moreover, in a static dictionary with monophone mod-
els, the choice of a particular qi usually only depends on a single baseform phone bj.

5 In a
dynamic dictionary (illustrated in the right path of Figure 2.2), qi can depend on several
baseform phones, the model sequence M , and other features. This thesis examines the pos-
sibility of adding other factors to this probability distribution, replacing the static PD(QjB)
with the dynamic pronunciation model PDP (QjB;M; : : :). The model PDP introduces an
intermediate surface pronunciation form S, distinguished from the underlying baseform se-
quence B, that represents the dynamic variation of pronunciations. Thus, PDP is further
decomposed into a model of the dynamics P (SjB;M; : : :) and the duration model PD(QjS).

The remainder of this chapter describes how the �eld of phonology in linguistics has

5The indices do not match here because several states can correspond to a baseform phone. In contrast
to the monophone system, in a triphone system qi depends on the baseform phones bj�1,bj , and bj+1.
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Figure 2.2: The decomposition of PP (QjM) for static and dynamic dictionaries. For static
dictionaries, the left path is followed; after words are converted into baseform pronuncia-
tions, duration models are added to obtain HMM state sequences. For dynamic dictionaries,
an additional conversion from baseform pronunciations (B) to surface pronunciations (S)
occurs (in P (SjB;M; : : :)) that allows pronunciations to vary based on the surrounding
phone and word context.
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modeled patterns of sound and uses these formalisms to draw connections to how ASR pro-
nunciation modelers construct the pronunciation models PB(BjM) and PDP (QjB;M; : : :).
In the �nal portion of the chapter, I describe some factors that may be appropriate in the
context of the dynamic pronunciation model.

2.2 Linguistic formalisms and pronunciation variation

The work in ASR pronunciation modeling is derived almost completely from lin-
guistic theory. This section describes two major phonological theories in practice today, in
order to better illustrate how ASR technology has made use of these theories.

2.2.1 Phones and phonemes

In linguistic theory, sound units are divided into two basic types: phones and
phonemes. Phones are the fundamental sound categories that describe the range of acoustic
features found in languages of the world. While the actual set of phones used to describe
sound patterns in a language may vary slightly from linguist to linguist, phoneticians in
general do have a system for codifying these sounds: the International Phonetic Alphabet
(IPA). One representation of the phones of English, along with the corresponding IPA
symbols, can be found in Appendix A.

Phonemes, on the other hand, are more abstract, language-speci�c units that
correspond to one or more phones. The �eld of phonology is dedicated to describing which
phone one would expect to see in particular instances. For example, there are (at least) two
types of p sounds in English: an aspirated p ([ph]), as in the word pit, and an unaspirated
p ([p]), as in the word spit. The di�erence between these two phones is the amount of
air expelled at the release of the mouth closure. However, if one were to substitute an
aspirated p into spit, the meaning of the word would not change. This means that these
two p phones are allophones of the phoneme /p/; in other words, the phoneme /p/ can have
two realizations, [ph] and [p], depending on the context.6 Compare this with [p] and [n] |
substituting [n] for [p] changes the word to snit, so /p/ and /n/ are di�erent phonemes.
As the reader may have observed, to distinguish phones from phonemes in text, one uses
di�erent delimiters. Phones are set o� using brackets (e.g., [p]), whereas for phonemes we
use slashes (e.g., /p/).

What makes the di�erence between phones and phonemes sometimes confusing
for speech recognition researchers is the fact that most systems use neither phones nor
phonemes, but something in between. The most common representation of sound segments
in ASR systems is very much like a set of phonemes (around 40 units for English), although
some systems (like the ICSI recognizer) use separate representations for stop closures, bursts
and 
aps, as it facilitates discrimination between these acoustically disparate situations.
Given this more phonetic orientation in the ICSI recognizer, in this thesis I will use the

6The situation is more complicated than as it �rst appears. In fact, if the /s/ were removed from spit,
the resulting word would sound more like bit than pit. Thus, context plays a large role in how phones are
realized. Thanks to John Ohala for this example.
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bracket notation when describing sound units, but to distinguish them from phones, I use
a bold typewriter font (e.g., [p]).

2.2.2 Phonological rules

Linguists' e�orts in the �eld of phonology are devoted to capturing the variation
of surface forms of pronunciation. There are two basic parts to a phonological system: a
hypothesis of the underlying (phonemic) pronunciations of words, and a system for deriving
the surface (phonetic) representation from this underlying form. One historically popular
system is the derivation of surface pronunciations by transformational phonological rules
[Chomsky and Halle, 1968]. In this system, rewrite rules are used to express transformations
from an underlying form to a surface form. In general, the form of a phonological rule is:

A! B = C D (2.14)

This transformational rule can be read as \change A to B when it follows C and precedes
D." The context (C and D) can be speci�ed as a class of phones instead of phone identities,
for generality. As an example, the commonly known \
apping" rule that di�erentiates the
/t/ in British butter ([b ah t ax]) from American butter ([b ah dx axr]) can be written as:

/t/! [dx] =
h
+vowel

i "
+vowel
-stress

#
(2.15)

This rule reads: change the phoneme /t/ to a 
ap ([dx]) when preceded by a vowel and
followed by an unstressed vowel. A good phonological representation describes phonological
alternations with as concise, general rules as possible.

2.2.3 Finite state transducers

Phonological rules have a deep connection with �nite state automata (FSA). John-
son [1972] showed that phonological rules of the form A!B/C D, while appearing to be
general rewrite rules, were equivalent to the much smaller set of �nite state languages under
the assumption that the output of a rule was never fed back into the rule (i.e., recursive
phonological rules were disallowed). The equivalent type of automaton is a �nite state
transducer | an FSA that associates pairs of input and output symbols. In the case of
phonological rules, the inputs are phonemes and the outputs are phones.

A simple transducer for the 
apping rule is shown in Figure 2.3. The state path
0-1-2-0 shows the main part of the phonological rule: if there is a stressed vowel on the
input and the following input phoneme is a /t/, then transform the /t/ to a [dx] if the
following input phoneme is an unstressed vowel. State 3 is necessary for explaining what
happens if an unstressed vowel does not follow: the realization of /t/ is left unspeci�ed.
State 2 is the only non-�nal state in this transducer because if /t/ occurs at the end of a
word, a 
ap is not allowed.

Kaplan and Kay [1981] observed that �nite state transducers are closed under
serial composition. This means that if one has an ordered set of phonological rules
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Figure 2.3: Finite-state transducer for the English 
apping rule, after Jurafsky and Martin
[2000]. Input-output pairs are indicated on each arc, separated by colons. �V indicates a
stressed vowel, V is an unstressed vowel, other represents any feasible pair of input-output
relations. Arcs without a colon indicate only a constraint on the input, not the output.
The initial state is state 0, and �nal states are indicated by double circles.



18 CHAPTER 2. BACKGROUND AND MOTIVATIONS

fR1; R2; : : : ; Rng, corresponding to transducers fT1; T2; : : : ; Tng, then when a string is given
to T1, and the output of T1 is fed into T2, the output from T2 into T3, and so on down to
Tn, this series of operations will produce an output equivalent to the output from the input
applied to the single transducer T1 � T2 � : : : � Tn, where � is the composition operator.
Using this technique, all of the phonological rules of a language can be compiled into one
large transducer. Koskenniemi [1983] developed a similar approach to transduction in his
thesis, called two-level morphology.7 In his paradigm, the transducers are used as parallel
constraints, instead of applied serially as in Kaplan and Kay; rules are speci�ed slightly
di�erently to accommodate this parallelism. The advantage of this speci�cation is that
there is no rule ordering within the system. Finite state transducers are invertible, which
means that they can be used not only for generation of pronunciations, but also for phono-
logical parsing by interchanging the input and output of the system. Transducers may be
induced directly from data [Oncina et al., 1993], but Gildea and Jurafsky [1996] showed that
for phonological-rule learning, seeding the transducers with linguistic knowledge will allow
induction of more compact models. For a further introduction to �nite state transducers
and their use in phonology and morphology, see Karttunen [1993] and Jurafsky and Martin
[2000].

The relevance of �nite state transducers to ASR is that �nite state grammars form
the backbone of most pronunciation models; the state sequence of a Hidden Markov Model
is a �nite state automaton. When derivational models such as phonological rules or decision
trees are used to construct new pronunciation models, underlying this transformation are
the implicit grammar operations described above. Some researchers (e.g., [Sproat and
Riley, 1996; Mohri et al., 1998; Riley et al., 1998]) have chosen to make this representation
more explicit in ASR by operating directly on the transducers; this often makes murky
transformational operations in phonological models clearer. This thesis makes use of some
of this technology in converting automatically learned rules into �nite state grammars that
are usable by the speech recognizer.

2.2.4 Constraint-based phonology

In contrast to the derivational paradigm of phonological rules, the other major
class of phonological theories is constraint-based phonology. Instead of having rules that
specify how to derive surface pronunciations from underlying forms, in constraint-based
phonology surface pronunciations are generated by �ltering a large set of candidate forms
with a set of linguistic constraints. The prime exemplar of this paradigm is Optimality
Theory (OT) [Prince and Smolensky, 1993], which, in the words of Eisner [1997], has taken
the �eld of phonology by storm:

Phonology has recently undergone a paradigm shift. Since the seminal work
of Prince and Smolensky [1993], phonologists have published literally hundreds
of analyses in the new constraint-based framework of Optimality Theory, or
OT. Old-style derivational analyses have all but vanished from the linguistics
conferences.

7Although Koskenniemi's thesis dealt primarily with morphology, this system applies to phonology as
well.
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The �rst step in determining the phonetic realization of an underlying phonological rep-
resentation is to generate a possible set of phone sequences. In the most na��ve approach,
the generator provides an in�nite set of candidates.8 All possible surface forms are ranked
against each other in a series of \competitions," corresponding to an ordered set of vio-
lable constraints on the correspondence between the phoneme input and phonetic output.
The �rst constraint is applied (e.g., minimize the number of coda consonants in the word),
and the candidate surface forms that are tied for the highest score (or, put another way,
the surface forms that violate the constraint the least) are kept in for the next round. As
subsequent constraints are applied, the list of potential surface forms becomes shorter and
shorter until there is only one form left, which is output. The ordering of constraints is
language-speci�c; much of the e�ort in current phonological investigations is to �nd con-
straints (and the ordering thereof) that explain phenomena in di�erent languages. Work
has also been undertaken toward a computational implementation of the theory [Ellison,
1994; Bird and Ellison, 1994; Tesar, 1995; Eisner, 1997]; among the issues in this area are
how to represent constraints, what types of constraints to allow in the system, and how to
generate a �nite set of potential candidate baseforms.

There is an interesting parallel in pronunciation modeling for speech recognition
to this comparison of derivational versus constraint-based phonology. Some pronunciation
learning systems generate a set of baseforms by transforming a base dictionary with a set
of phonological rules. Other systems generate a candidate set of baseforms using a phone
recognizer, and then constrain them with various �ltering techniques, much like constraint-
based phonology. In the next section, we will see how both derivational and constraint-based
techniques are used in ASR modeling.

2.3 ASR models: predicting variation in pronunciations

One primary source of pronunciations is a hand-built lexicon, in which experts
carefully craft pronunciation models for each word [Lamel and Adda, 1996]. When care
is taken to minimize dictionary confusions and ensure consistency of pronunciation across
similar words, the resulting lexicon is often excellent. However, the work, being manual in
nature, is very time consuming; incorporating a new vocabulary into a recognizer can often
be prohibitively expensive.

Researchers have been examining ways to build dictionaries in a more automatic
fashion. Two components are needed for a pronunciation modeling system: a source of data,
and a method of capturing variation seen in the data. Pronunciation data can be provided
from either hand-annotated speech, or (more frequently) automatic phonetic transcriptions
provided by a speech recognizer. In most of the systems below, a hand-crafted dictionary is
used as a type of \phonological" representation. The linguistic formalisms discussed in the
previous section have given pronunciation modelers many tools to use to model variation in
phonetic transcripts given the baseline dictionary. In this section, I examine several di�erent

8To make this computationally feasible in more advanced approaches, restrictions are placed on the
pronunciation generator [Eisner, 1997]. However, all of these approaches require presupposing (or often
post-supposing!) an underlying baseform pronunciation for generating candidate surface forms, but the
theory of underlying forms is often vague in these analyses.
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techniques used in building ASR pronunciation models, culminating in the transformational
model used in this thesis.

2.3.1 Automatic baseform learning

The simplest method of learning pronunciation variants is to learn each word's
various pronunciations on a word-by-word basis. Typically, a phone recognizer is utilized
to determine possible alternatives for each word by �nding a best-�t alignment between the
phone recognition string and canonical pronunciations provided by a baseline dictionary,
although hand-transcribed data can also be used for this task [Cohen, 1989].

Wooters [1993] and Westendorf and Jelitto [1996] used alignments between base-
form pronunciations and frequent pronunciations derived from a phone recognizer to create
a set of word-recognition baseforms. Others have used phone recognition output constrained
by orthography-to-phone mappings [Lucassen and Mercer, 1984; Bahl et al., 1981], or by
generalizing phone recognizer output to broad phonetic categories (such as stops and frica-
tives) [Schmid et al., 1987].

One can also generalize over the set of pronunciations learned by these techniques,
using techniques such as HMM Generalization [Wooters and Stolcke, 1994], which allows
induction of new baseforms not seen in the training data by �nding common variations
among pronunciations seen during training. Eide [1999] used a similar technique in their
Broadcast News speech recognizer, �nding improvements in word error rate for spontaneous
and fast speech.

One problem with word-based techniques is that they do not model coarticulation
between words well. For example, the fact that the second /d/ in \Did you eat?" often gets
realized as /jh/ (as in \Didja eat?") is conditionally dependent on the fact that the fol-
lowing word is \you"; a word-by-word technique would not have access to this dependence.
Sloboda and Waibel [1996] address this problem by adding common phrases (tuples) to
their dictionary, allowing for coarticulation modeling across word boundaries in German.9

They found that adding tuples reduced word error rate about 3% relative (increasing word
accuracy from 65.4% to 67.5% on the Verbmobil10 task), and learning multiple pronuncia-
tions brought relative improvement to 4% (68.4% word accuracy). Compounding words is
a technique that has been used for language modeling for some time (e.g., McCandless and
Glass [1993]; Ries et al. [1995]), but the use of this technique within pronunciation modeling
is only recently becoming commonplace [Adda et al., 1997; Placeway et al., 1997; Finke and
Waibel, 1997b; Nock and Young, 1998; Ma et al., 1998; Beulen et al., 1998].

Another problem in word-by-word learning is that generalizations cannot be
learned across words. For instance, the phoneme /t/ in butter, 
utter, and mutter shares the
same phonemic environment in each word; however, in a word-by-word setting, the prob-
ability for 
apping the /t/ must be learned independently for each word; such probability
estimations may run into sparse data problems. One solution to this problem may be to

9This technique is generally called multi-word modeling in the literature.
10A speech recognition task that operates as a �rst stage for a human-to-human translation system for

appointment-making.
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smooth pronunciations with the probabilistic phonological rules described above. Another
possibility is to learn phonological rules automatically across words, in procedures described
below.

2.3.2 Phonological rules

Phonological rules have been used extensively in ASR systems in order to model
phonetic variations due to coarticulation and fast speech by expanding the pronunciation
possibilities within the lexicon. The �rst studies describing the need for capturing phonolog-
ical regularities appeared in a special issue on speech recognition in the IEEE Transactions
on Acoustics, Speech, and Signal processing; two papers cited the inclusion of phonological
rules in their systems [Oshika et al., 1975; Friedman, 1975], although neither paper reported
recognition results.11 However, phonological rules were a part of early speech recognition
systems, including a system at IBM [Bahl et al., 1978], the BBN HWIM system [Wolf and
Woods, 1980], CMU HARPY system [Lowerre and Reddy, 1980], and CMU SPHINX system
[Lee, 1989].

With the development of relatively large, phonologically hand-transcribed corpora
such as TIMIT [Garofolo et al., 1993], investigations into phonological phenomena became
feasible. Cohen [1989] provided one of the �rst comprehensive phonological analyses of
TIMIT data and used the results to build pronunciation networks for the SRI Decipher
recognizer. These insights were used to build probabilistic pronunciation networks for
the Resource Management task [Price et al., 1988]; performance on an early version of
the DECIPHER system went from 63.1% word accuracy to 65.5% accuracy with the new
pronunciation models. In a later version of the system with better acoustic models, the
networks were pruned to realize an increase in performance (from 92.6% accuracy with un-
pruned models to 93.7% with pruned models).12 In a similar vein, probabilistic rules have
been used to describe pronunciation variation in English in the Wall Street Journal and
Switchboard domains [Tajchman et al., 1995a,b; Finke, 1996; Finke and Waibel, 1997b], as
well as in German in the Verbmobil domain [Schiel et al., 1998], and within a Dutch rail
service system [Wester et al., 1998]. Schiel [1993] used probabilistic phonological rules to
describe speaker di�erences in a German system that adapted to individual speakers; the
use of phonological rules as an speaker-adaptive technique has also been implemented by
Imai et al. [1995] and De Mori et al. [1995].

One of the problems that can occur with phonological rule generation of pronunci-
ations, however, is that rules can over-generalize, leading to an explosion of possible surface
forms. Various methods can be used to reduce the number of generated forms; in one study
[Tajchman et al., 1995b], my colleagues and I developed a method for calculating the proba-
bility of rules so that the pronunciations produced by the model could be ranked according
to their probabilities, thus allowing for pruning. The rules we used in this experiment,
derived from [Zwicky, 1970, 1972a,b; Kaisse, 1985], are shown in Table 2.1, along with the
probability estimates that we derived for some of the rules.

11Cohen and Mercer [1975] described a contemporaneous phonological rule system within the IBM recog-
nizer; a description of their work can be found in [Humphries, 1997].

12See also Weintraub et al. [1988] for a discussion of these results.
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The fast-speech pronunciation rules were used to expand the number of pronun-
ciations in a baseline dictionary; the new dictionary was subsequently integrated into a
recognition system for the Wall Street Journal database [Mirghafori et al., 1995]. These
rules provided an average of 2.41 pronunciations per word for the 5K WSJ test set lexicon.
The results of running a recognition with this lexicon were insigni�cantly worse than the
base system. When performing an error analysis on the results, we noted that the di�er-
ence in error rate on a sentence-by-sentence basis between the two systems varied widely;
for some sentences the base lexicon did much better, and for others, the new dictionary
had up to 75% fewer errors. It has been reported by other researchers [Siegler and Stern,
1995] that modifying the word models by using pronunciation rules has not resulted in any
improvements for fast speech in the Wall Street Journal read-speech database. One reason
that these fast-speech rules were ine�ectual may be that the phonetic reductions and dele-
tions that they model are more often observed in conversational than read speech. Another
possibility is that the rules must be applied judiciously to a subset of words (to function
words, for example), instead of the whole lexicon. Finally, rules may need to be applied at
more limited times, depending, for instance, on more local rate estimates, and on previous
words or phones.

With probabilistic phonological rules, it is di�cult to dynamically change the
probabilities of individual rules at run-time. One can compute rule probabilities for several
classes of inputs that one might see (such as dialect variation), but these must be known
beforehand, and data for each condition are not shared easily across conditions. For ex-
ample, in the New England dialect of American English, the phone /r/ is often deleted in
the same contexts where in a Midwest accent the /r/ would remain, so a speech researcher
might want to build two models | one for /r/-less and one for /r/-ful dialects. However,
the 
apping of /t/ occurs at about the same rate in both dialects, but if di�erent dialect
models are utilized, then the data for the estimation of probabilities are split across each
class, possibly resulting in poorer probability estimation.

Moreover, when it comes to integrating continuous variables like speaking rate
(measured in syllables per second, for instance), it is not clear how to build separate models
for fast and slow speech | how does one decide where the cuto� for fast or slow lies in the
speech rate domain? Ideally, one would like the data to indicate what the optimal cuto�
point is. Building separate models also su�ers from a data fragmentation problem: speaking
rate tends have a roughly Gaussian distribution, so the number of very fast and very slow
utterances for rule probability estimation may actually be quite low. Data sharing across
models is imperative in this case.

The solution proposed by Ostendorf et al. [1997] was to incorporate all of the
factors that could a�ect pronunciation into a single hidden variable, called a hidden speaking
mode;13 pronunciation probabilities were learned for each word dependent on the mode.
The features used to determine mode were similar to some of the ones used in this thesis,
including speaking rate, fundamental frequency, energy, and word duration. Finke and
Waibel [1997b] extended this work by incorporating mode dependence in phonological rules,
yielding impressive gains on the Switchboard corpus (roughly 2% absolute improvement).

13The hidden aspect refers to the fact that this mode is statistically inferred, rather than directly observed
by an annotator.
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Finke and Waibel's work is related to the work in this thesis, in that I am applying a similar
mode-dependence to pronunciation rules automatically induced from data.

2.3.3 Induction of rules: stream transformations

Another alternative to pre-stating all of the phonological rules is to try to induce
them from data. In general, this is done by learning a transformation model between
underlying phonemes and surface phones.

The idea of learning a transformation model to predict phones originated with
orthography-to-phone systems [Lucassen and Mercer, 1984; Bahl et al., 1981] rather
than phoneme-to-phone systems. The intuitive idea is to learn a probabilistic model
P (pronunciationjspelling). This is accomplished by predicting for every letter in the word
the probability that a letter produces a particular phone. Bahl et al. give the output of
their model on the word humane: A statistical model is constructed using decision tree

Letter h u m a n e

Predicted phoneme hh y uw1 m ey1 n

Figure 2.4: Letter-to-phoneme correspondences produced by Bahl et al. [1981].

techniques, taking into account the surrounding context of letters and previously emitted
phonemes.

A similar technique was used to predict surface phones from underlying baseform
phonemes of words. The seminal experiments with this type of model were conducted by
Chen [1990], Randolph [1990] and Riley [1991] using the (then newly constructed) TIMIT
database [Garofolo et al., 1993], which gave researchers phone-level hand transcriptions of
the read sentences. Subsequent experiments have been conducted with the North American
Business News corpus [Riley and Ljolje, 1995; Mohri et al., 1998] and the Switchboard
corpus [Weintraub et al., 1997; Riley et al., 1998].

Modeling by decision trees requires careful choices of the feature representation of
the phoneme stream. In general, a decision tree is built by examining every feature in turn,
choosing the optimal partition of the training data into two subsets based on the values
of the feature.14 However, for phoneme-to-phone mappings, some features (such as the
identity of the previous phoneme) have as many as 40 values | requiring the evaluation of
on the order of 240 possible splits of data, just for that one feature. Chen [1990] used phone
identity in her trees, but used phoneme clustering techniques proposed by Sagayama [1989]
to reduce the partitioning space. They then annotated each phoneme with indications of
syllabic position, stress, foot and word position, whether it was part of a cluster, whether
the syllable was open, and whether the containing word was a function word. Riley [1991],
on the other hand, used only phoneme context; he converted each phoneme to a 4-tuple of
features (consonant-manner, consonant-place, vowel-manner, vowel-place), which reduced

14See Section 5.3.1 for a more detailed description of the decision tree algorithm.
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the search space considerably. In our Switchboard system, my colleagues and I [Weintraub
et al., 1997] chose to represent each phoneme as a vector of binary features, based on
features developed to cluster triphones in the HTK recognition system [Young et al., 1994],
and added features about stress and lexical syllable information. No direct comparison of
these encoding schemes has been made.

The syllable has been utilized frequently in automatic stream transformation since
it is an easy source of information to add to decision tree models and has substantial
relevance in phonology. Chen [1990] and Weintraub et al. [1997] encoded each phoneme with
information about lexical stress and syllabic position as additional features for training; we
found that this information was used prominently in the decision trees we grew. Hieronymus
et al. [1992] added both lexical stress and acoustic/phrase-level stress to their speaker-
independent 1000-word vocabulary system. They found that the addition of lexical stress
gave about a 65% improvement in their system (cutting word error from 2.86% to 0.97%);
acoustic stress did not improve the system over just using lexical stress, possibly due to a
lack of training data.

In the phoneme-to-phone transformation model, a stream of underlying phones is
generated for each utterance by concatenating baseline dictionary pronunciations for each of
the words in the utterance. This phoneme sequence is then aligned with the phone sequence
that represents the surface pronunciation of the sentence.15 Commonly, this alignment
procedure uses a string-edit-distance algorithm, replacing the distance function with one
based on phone confusion matrices, or di�erence in number of distinctive features. The
output of one such alignment procedure is shown in Figure 2.5.

Surface Phone String

f ay v y iy r ow l d

f ah ay v y uh r ow l

Baseform Phoneme String
Figure 2.5: Example alignment of �ve year old.

The context of surrounding phonemes is used to predict the transformation from
phoneme to surface phone, possibly using the previous output history of the model as
additional conditioning information. In our \did you eat" example, the previous output
history is important: in learning the transformation from underlying /d ih d y uw/ to
surface [d ih jh uw], if the /d/ is transformed to [jh], this should increase the probability

15Surface pronunciations can be generated by hand or by automatic techniques like phone recognition.
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that /y/ is deleted. Riley [1991] included a dependence on previous model output in his
decision trees to accommodate co-occurrences of transformations.

Other learning techniques can be used to automatically model pronunciation varia-
tion. Neural networks can be used in the place of decision trees [Miller, 1998; Fukada et al.,
1999] to model phonetic variation;16 Cremelie and Martens [1995] induced phonological
rewrite rules directly from data. They automatically determined how phones are realized at
word boundaries due to coarticulation e�ects within hand-generated phonetic transcripts;
implementing these phonological rules showed a signi�cant improvement on several Dutch
databases. An extended version of their model was presented in [Cremelie and Martens,
1998], in which pronunciations were determined for both word-internal and word-boundary
variations from a phone recognition transcript. They found that using both positive rules
(declaring where variations may occur) and negative rules (declaring where variations may
not occur), as well as extending the context window of the phonological rules, improved
word recognition in the TIMIT database.

2.4 The WS96 transformational model

The model used in this thesis is based on a decision tree stream transforma-
tion model developed at the 1996 Johns Hopkins Large Vocabulary Conversational Speech
Recognition Summer Research Workshop (abbreviated as WS96).17 The WS96 \Automatic
Learning of Word Pronunciation from Data" group constructed a transformational model
to learn the mapping between a baseline pronunciation dictionary and a transcription gen-
erated by phone recognition. A key element of our approach was the model PDP (Q j B;M)
described in Section 2.1, which estimated the probability of a surface phone sequence given
a reference phoneme (dictionary) sequence. Employing this model required a dynamic pro-
nunciation model construction algorithm for training, and pronunciation graph building
algorithms for testing purposes, described brie
y here.

In training, the string of baseform phonemes B was derived from the word tran-
scription by a look-up of the canonical pronunciation of each word in the static dictionary.
Phone recognition automatically provided a transcription of the best acoustic models Q that
matched the acoustic signal. The surface phone string Q was then aligned to the baseform
string B using dynamic programming; the result was that every phoneme in B was mapped
to zero or more phones in Q. The pronunciation model PDP (Q j B;M) was then statisti-
cally estimated from the entire training set using the B ) Q map. At recognition time, we
used the mapping PDP (Q j B;M) to generate a graph of pronunciation alternatives Q by
expanding the hypothesized models M into a baseform sequence B and then applying the
dynamic pronunciation dictionary to determine possible state sequences.

The rest of this section is devoted to a further explanation of the relevant pieces

16Miller's work was actually in the related realm of pronunciation modeling for speech synthesis, see his
dissertation for an excellent discussion of this related �eld.

17The description of this model is documented further in [Weintraub et al., 1997; Fosler et al., 1996]. An
earlier version of the material in this section was co-written with Murat Saraclar as part of an unpublished
grant proposal.



2.4. THE WS96 TRANSFORMATIONAL MODEL 27

of the WS96 model.

2.4.1 The baseform and surface symbol streams

In building the map B)Q, two symbol streams are needed. The dictionary of the
recognizer provides the canonical phonemic representation, or baseform (reference) sequence
B, given the word transcription of an utterance: the phoneme sequence of each word is
obtained by looking up the pronunciation in the dictionary.

The surface phone sequence Q should be unconstrained by the lexicon, re
ecting
the actual phone sequence of an utterance as perceived by humans or machine models.
Hand-labeled phonetic data has been used to develop pronunciation models [Riley, 1991;
Chen, 1990; Riley et al., 1998] in tasks where such data is available. However, phonetically
labeled speech data is not always available in adequate quantity. For WS96, only a small
amount of hand-transcribed Switchboard data was available; for the Broadcast News corpus
(used in the experiments in Chapters 5 and 6), there are no data available. At WS96, we
obtained the surface stream automatically using phone recognition. This approach had
the advantage that pronunciation models developed using automatic phonetic transcription
could also compensate for non-linguistic variations in acoustic models that would not be
present in hand-labeled data.

2.4.2 Alignment between streams

To determine the surface phone(s) corresponding to each reference phoneme, the
streams are converted to aligned pairs of single reference phonemes to one or more surface
phones, where a reference phoneme may map to the NULL symbol to indicate a deletion
of the phoneme. To incorporate insertions, we allow one reference phone to pair with a
contiguous sequence of surface phones. Figure 2.6 illustrates this procedure via an example
alignment of the phrase \�ve year old."

This alignment was performed by a dynamic programming (DP) algorithm that
uses a distance metric between phones. A reasonable distance measure was obtained by
using a feature bit-vector representation for each phone (including the NULL symbol) and
de�ning the distance between two phones as a weighted Hamming distance between these
vectors. Timing information was also used to determine alignment boundaries. The output
of the alignment was �ltered to exclude the noise due to automatic phone recognition.
Some general constraints related to factors such as the deletion rate and the maximum
length of the surface phone string corresponding to each reference phoneme, were used to
set parameters for �ltering.

We also marked the string of reference phonemes with stress and syllabic informa-
tion, as seen in Figure 2.6. This information, together with the phonemes to the left and
right of a reference phoneme constituted the \context" used by the statistical classi�er to
map a phoneme to a surface phone.
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DP Alignment

Dictionary
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Recognition

Stress &
Syllabic
Position
Marking

WORD: five f ay v

WORD: year y uh r

WORD: old ow l

PHONE: iy (stressed nucleus) uh

PHONE: ow (stressed nucleus) ow

PHONE: f  (onset)            f

PHONE: v  (coda)             v

PHONE: r  (coda)             r

PHONE: l  (coda)             l
PHONE: d  (coda)             NULL

Phone Alignments w/ Stress, Syllabic Info

PHONE: y  (onset)            y

PHONE: ay (stressed nucleus) ah_ay

f ay v y iy r ow l d

oldyearfive

Baseform Prons f ay v y iy r ow l d

Observation Phone Sequence

f ah ay v y uh r ow l

f ah ay v y uh r ow l

WORD: five f ay v
PHONE: f    f

PHONE: v    v
WORD: year y uh r
PHONE: y    y
PHONE: iy   uh
PHONE: r    r
WORD: old ow l
PHONE: ow   ow
PHONE: l    l
PHONE: d    NULL

Phone Alignments

PHONE: ay   ah_ay

Figure 2.6: Aligning reference baseform stream to surface phone recognition stream
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2.4.3 The transformation

The pronunciation model PDP (QjB;M) may be estimated by a probabilistic clas-
si�er that predicts the surface symbol based on the reference symbol in its context. Decision
trees [Breiman et al., 1984] presented themselves as a natural classi�cation technique for
this situation, treating the modeling problem as supervised regression for learning the trans-
formation between these two strings.

As Section 5.3.1 describes, decision trees use a greedy top-down optimization pro-
cedure to successively partition the set of all contexts of a phoneme, using a set of predeter-
mined \questions" about the context to assign the partitioning. The question that divides
the set of surface phones to give the best split (by some criterion) is chosen to partition
the set. This continues recursively on each partition of the contexts thus induced, until a
stopping criterion is met. The goodness-of-split measure is an indicator of the purity of
the set of surface phones. The WS96 model used entropy as the goodness-of-split metric,
choosing questions that minimized the total conditional entropy of the surface realizations
of a reference phoneme given its (phonemic) context. The decisions made while building
the trees are based on fewer and fewer data as the tree-building process progresses; this
causes unreliable splits toward the leaves. To remedy this, the trees were pruned using
cross-validation on a held-out test set.

Context
Question
Processing

Stressed?

L_Coda? R_Front?

T F

... ... ... ...

WORD: five f ay v

WORD: year y uh r

WORD: old ow l

PHONE: iy (stressed nucleus) uh

PHONE: ow (stressed nucleus) ow

PHONE: f  (onset)            f

PHONE: v  (coda)             v

PHONE: r  (coda)             r

PHONE: l  (coda)             l
PHONE: d  (coda)             NULL

Phone Alignments w/ Stress, Syllabic Info

PHONE: y  (onset)            y

PHONE: ay (stressed nucleus) ah_ay

Context Questions

Ref Obs  Stressed? RphoneVowel?...
f   f       F         T        ...
ay  ah_ay   T         F        ...
v   v       F         F        ...
y   y       F         T        ...
iy  uh      T         F        ...
r   r       F         T        ...
ow  ow      T         F        ...
l   l       F         F        ...
d   NULL    F         F        ...

Tree
Decision

Building

Figure 2.7: Building decision trees using aligned data streams

For each reference phoneme, we built a decision tree that asked questions about
the baseform and word context (Figure 2.7). These context questions included information
about the reference stream itself (such as stress, syllabic position, or the classes of neigh-
boring phones), or the past output of the tree (including the identities of surface phones
to the left of the current phone). From this, the tree learned, for any given context, a
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probability distribution over the set of the surface phone(s) determined by the alignment
step of Section 2.4.2.

In the WS96 model, the decision tree model estimated the surface stream probabil-
ity PDP (QjB;M) as

QN
i=1 PDP (qi jB), assuming that each surface phone was independent

of both the previous surface phones and the word stream given the baseform stream. In
the experiments in this thesis, the word models M are re-introduced into the contextual
conditioning; other factors, including word predictability and speaking rate, can a�ect the
probability of Q as well. The dependence on previous surface phones is also addressed by
modeling phone pronunciation distributions jointly at the syllable and word levels.

2.4.4 Pronunciation networks and dynamic dictionaries

The incorporation of decision trees into recognition was relatively straightforward;
a full description of the technique is found in Chapter 5. In short, each pronunciation
distribution at the leaf of a decision tree can be thought of as a small pronunciation network.
The network at each leaf has two nodes, and every surface phone at the leaf is represented
by an arc between the nodes.18 At test time, a baseform sequence for a word can be
transformed into a pronunciation graph by �ltering each baseform phone down through the
decision trees and �nding the sub-graph for the phoneme at the leaf. Concatenation of the
sub-graphs gives a network for the entire word. This network may be pruned if needed and
as easily provides the n-best pronunciations for a word in context.

Once we had a pronunciation network for a given word, we had the option of ig-
noring the contextual e�ects on the word, replacing the word's entry in the pronunciation
dictionary of the recognizer with the frequent new pronunciations of the word (static base-
form replacement). In other experiments, we required that the transformation be context-
dependent even at word boundaries, making the dictionary entries dependent on the pre-
vious and next words. This dictionary was known as a dynamic dictionary to distinguish
it from the static baseform replacements described above. The results of the WS96 experi-
ments are described in Section 6.3.

2.5 E�ects of linguistic variables on production and percep-

tion of speech

Within the framework of a dynamic pronunciation model, factors other than the
baseform phoneme string may be useful for predicting how pronunciations vary. In this
section, I review some of the linguistic and psychology literature that describes relevant
linguistic features beyond the phoneme that a�ect pronunciation.

18Deletions were represented by a null transition between the two nodes; for insertions extra nodes were
inserted in the graph between the start and end node.
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2.5.1 Word predictability

Linguists have recognized that word frequency a�ects the perception and produc-
tion of phones. In an extreme example of this, Ganong [1980] had subjects discriminate
between /t/ and /d/ in the word pairs dash{tash and dask{task. For each word pair, a
series of words were created with increasing voice onset times, so that the percept of the
initial phoneme changed from /d/ to /t/ at some point in the series. Subjects listened to
samples randomly chosen from the series, and were asked to classify the initial phoneme as
/t/ or /d/. Ganong reported that the perceptual change point in each of these series was
di�erent; in the dash{tash case the voicing onset time at the perceptual shift was longer
(i.e., subjects preferred /d/ over /t/), showing that listeners used lexical knowledge by
preferring an English word over a nonsense word.

Linguists have also found that phone deletions and reductions are more likely
to occur in high-frequency words [Hooper, 1976; Labov, 1994; Bybee, in press].19 The
phonemes /t/ and /d/, for instance, are twice as likely to delete word-�nally in a high-
frequency word as in a low-frequency word, according to Bybee [in press]. Zwicky [1972b]
also postulates that deletions of initial /h/,/w/, and /dh/ can also occur in function words.

Semantic context beyond the word frequency also a�ects the production and per-
ception of speech. Lieberman [1963] compared examples of words excised from the speech
signal in predictable and unpredictable contexts, �nding that out of context, predictable
words were more di�cult for subjects to understand than unpredictable words. This dif-
�culty is correlated with the fact that the examples of redundant words were on average
shorter in length than unpredictable examples, and they often had a smaller signal am-
plitude. Pollack and Pickett [1964] demonstrated that word perception is in
uenced both
by the syntactic context of following words and by the acoustic context of the word itself.
Subjects were asked to guess the initial word of an extracted speech segment; the following
n words (n = 1; 2; 4; 7) were included as context in the speech signal. To eliminate the
in
uence of syntactic context, they presented the full written transcript of seven words to
subjects;20 they found that identi�cation of the initial word in the excerpt was still depen-
dent on the number of words heard in the segment, signifying that the acoustic context could
in
uence perception independent of the syntactic context. When the test was repeated with
the written transcript removed (with di�erent subjects), the average intelligibility was lower
| thus, syntactic context was also an important factor in determining identi�cation rates.
In a demonstration of the long-term e�ects of semantic information, Fowler and Housum
[1987] showed that when a word is spoken a second time within a monologue, its dura-
tion is generally shorter than than the initial occurrence of the word (i.e., when the word
constituted new information).

In the Switchboard corpus, the e�ect of predictability may be even more pro-
nounced. In a recent survey of pronunciations of the ten most frequent words21 within a
transcribed portion of the Switchboard corpus, Greenberg [1997a] cites an average of over 60

19Function words, or words that perform mostly syntactic functions and carry little semantic information,
are usually high-frequency words.

20In this way, the subjects knew the syntactic and semantic context of the following words, even though
they did not have access to all of the acoustic context.

21This list consists of I, and, the, you, that, a, to, know, of, and it.
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pronunciations per word. In some cases, the syntactic predictability of these frequent words
is so strong that there is no phonetic (segmental) evidence for the words at all, particularly
in the spectrograms of the utterance. Yet, transcribers can hear these non-phonetic words
when listening to the entire phrase [Greenberg, 1997a; Fosler, 1997]. In Section 3.2.4, I will
describe my investigations into this e�ect.

2.5.2 Rate of speech

An under-utilized factor in pronunciation modeling is speaking rate. In general,
speaking rate is de�ned in terms of words, syllables, or phones uttered per unit time,
although linguists tend to use the latter two because of the variability in the length of
words. My colleagues and I [Mirghafori et al., 1995, 1996], along with others [Siegler and
Stern, 1995; Fisher, 1996a] have also shown that ASR word error rates track better with
rate calculations based on phones than on words.

Durational constraints due to speaking rate variability

Obviously, one factor of increased speaking rate is that the durations of phones
decrease. In a series of reports, Crystal and House [1988] provided the linguistics community
with quantitative data on the duration of phones for slow and fast speakers in stories read
aloud. The extreme speakers showed 5-8% variation from the mean phone duration. Since
this was for read speech, it is probably a lower bound for the durational variation that one
would see in conversational speech.

Phonetic di�erences due to speaking rate variability

More crucial to pronunciation modeling is the fact that rate of speech variation
can also a�ect phone perception and production. In one study, Miller and Liberman [1979]
experimented with changing the initial consonantal transition duration of a syllable that
was perceptually ambiguous between /ba/ and /wa/. By lengthening the initial consonantal
transition they could elicit a perceptual change from /ba/ to /wa/; moreover, the length of
transition duration at which the perceptual shift occurred was dependent on the duration of
the entire syllable.22 In a further investigation of this phenomenon, Miller and Baer [1983]
had speakers produce /ba/ and /wa/ syllables in time with metronome 
ashes, varying the
speed of 
ashing to increase speaking rate. They found, for all speech rates, that the initial
formant transitions of /w/ were longer than /b/; however, when the data were pooled
across all speaking rates, the distribution of these onset transition durations of /b/ and
/w/ overlap. From these two experiments, Miller and Baer concluded that humans take the
speaking rate (or, conversely, syllable duration) into account when trying to disambiguate
ambiguous /b/-/w/ onsets.

22From this study, they concluded that humans are normalizing for rate when they process speech. Pisoni
et al. [1983] subsequently showed that rate normalization may be a general human perceptual property,
rather than a linguistic property. The lesson is that rate normalization is occurring at some level in humans,
and therefore rate information may be useful to machine-based models of speech.
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In another set of experiments, Port [1979] and Miller and Grosjean [1981] examined
the perception of /p/ and /b/ under di�erent speaking rates. In the experiments of Miller
and Grosjean, subjects were asked to distinguish between sentences of the following nature:

� The tiger that the man chased was rapid.

� The tiger that the man chased was rabid.

Sentences were read by a professional speaker with di�erent articulatory rates and
rates of pausing. Stimuli were prepared by taking the sentence and replacing the /p/ or /b/
segment in the carrier word with a variable length of silence. Miller and Grosjean found
that for a particular silence length, as the articulation rate increased, speakers tended to
judge the silent portion to be more /p/-like than /b/-like. These perceptual curves were
dependent on the articulatory rate; the e�ect was not as marked for pause rates.

Cooper et al. [1983] studied the e�ect of stress and speech rate on palatalization.
They looked at the palatalization of /d/ and /t/ to /jh/ and /ch/, respectively, as in the
following sentences:

� Did you eat? ! Dijou eat?

� I bet you lost! ! I becha lost!

They found that the most important factor conditioning this phonological process
was sentence-level stress. Cooper et al. had their subjects read three versions of each
sentence, with di�erent words receiving prominence in each one:

1. (No stress) Did you eat?

2. (D-word stress) DID you eat?

3. (Y-word stress) Did YOU eat?

Palatalization was most likely to occur if neither the D-word (i.e., did) or the
Y-word (i.e., you) received stress (case 1); the frequency of occurrence was reduced under
D-word stress (case 2), and even further under Y-word stress (case 3). However, once
sentence-level stress was accounted for, speaking rate a�ected the palatalization probability
signi�cantly; faster speakers tended to palatalize 10-20% more.

One important note is that all of these studies dealt with either isolated syllables
or calculated speech rate over an entire sentence. However, Summer�eld [1981] showed
that a local calculation of rate is perceptually important; the rate of speech of words not
adjacent to a tested word or phone is less in
uential in the perception of the stimulus.
Many factors can a�ect local speaking rate, including syllable stress, syllabic complexity,
pre-pausal lengthening (in English), and the part-of-speech of words. These factors are
often used in prediction of syllable or phone durations (e.g., for speech synthesis) [Fant
et al., 1992; Campbell, 1989, inter alia]. Klatt [1979] developed one of the earliest rule-
based models of duration for English; Carlson and Granstr�om [1989] applied this model to
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predicting duration of Swedish phones, and found a cyclical pattern of errors (sometimes
overestimating duration and sometimes underestimating), corresponding to local changes
in speaking rate.

2.5.3 Syllables in phonology

In this thesis, I model pronunciations of phones, syllables, and words. While
models at the phone and word level have been common within the ASR community, not
many systems have utilized syllable models for pronunciation. Nonetheless, there exist
linguistic motivations for considering models of this type; in this section, I present a short
review of the syllable literature.

Linguists have claimed since the early 1900s that the syllable is an organizational
unit in speech. However, the concept of syllable is di�cult to pin down exactly, particularly
in English [Kenestowicz and Kisseberth, 1979]. Various descriptions have included syllables
as peaks of sonority, pulses of sound energy, groupings of speech movements, and basic
units of speech perception [Ohde and Sharf, 1992]. However, all of these de�nitions are
problematic in one way or another | for example, the English syllable spa has two peaks
of sonority [Kenestowicz and Kisseberth, 1979]. Humans, however, seem able to parse the
speech stream into syllables without awareness of how they do it. Greenberg [1997a] claims
that the syllable is important for temporal organization in speech perception. It remains
to be seen how humans derive this information from the speech stream or utilize it in
perception.

The syllable was prominent in phonological theories until the early 1960s, when
the generative phonological theories of Chomsky and Halle [1968] relegated the syllable
to the position of derived unit, subservient to the phonological features that constituted
their theory. However, Kahn [1980] (among others) argued that the formulations of syllable
phenomena predicted by generative theory were, at best, awkward. In his thesis, he provided
an analysis of English syllabi�cation, which was subsequently used in a publicly available
computer syllabi�cation program written by Fisher [1996b]. Kahn's position is that one of
the reasons why syllabi�cation of English is di�cult is the presence of ambisyllabicity | the
assignment of one phoneme to both the end of one syllable and the beginning of the next,
as seen in the word coming, where it is unclear if the syllable boundary should precede,
follow, or even divide the /m/.

Information about the position of phonemes in a syllable greatly simpli�es de-
scriptions of some phonological phenomena. Kenestowicz and Kisseberth [1979] point out
that the phoneme /t/ syllable-initially (as in top) is realized as an aspirated [t], whereas
after an /s/ in the onset of a syllable (e.g. stop), /t/ becomes unaspirated. Kahn [1980]
also provides an example of /r/ in New York City dialects.23 Consider the following two

23Kahn also analyzes the realization of /r/ in New England and British dialects and concludes that
synchronically, there is no underlying /r/ in /r/-less words like card and tuner, essentially making them
homophonous with cod and tuna. However, he cannot bring this analysis to bear on New York accents, since
the distribution of /r/ pronunciations are di�erent: tuna (when not followed by a vowel) and cod in the data
he presents are never pronounced with /r/ (as opposed to New England accents) [Labov, 1972]. Native New
York speakers have challenged this claim, though.
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sentences, with canonical New York accent transcriptions:

� Park the car later.

/p ao k dh ax k ao l ey dx ax/

� Park the car in here.

/p ao k dh ax k ao r ih n hh iy ax/

Kahn postulates that the general rule of /r/-deletion in e�ect here is that /r/ can be dropped
when it is exclusively in the coda of a syllable. The /r/ remains undropped in the second
case because it becomes resyllabi�ed | associated with the following syllable in fast speech
contexts.24

2.5.4 Discussion

The evidence in the literature indicates that word and phone pronunciations can
depend on various contextual factors. In this short survey alone, speaking rate, word
predictability, and the syllabic structure of words have been shown to a�ect pronunciations.
This is not an exhaustive list; for example, the dialect of the speaker can be an important
determining factor for pronunciations.25 A model of pronunciation for ASR systems may
do well to take these variables into account and determine pronunciations dynamically.
This thesis tries to integrate some of these contextual factors into the probabilistic model
PDP (QjB;M; : : :).

It is an open question whether these factors, which have been shown to a�ect
human phone production and perception, will have an e�ect when added to automatically
learned models of pronunciations. Machine acoustic models, while linguistically seeded, are
not the same as the human perceptual system. Some of the phonetic variability due to the
factors of speaking rate and word predictability may already be accounted for in the ASR
system. On the other hand, the acoustic models may be a�ected in a di�erent way by such
factors as increases in speaking rate. This work tries to address whether these factors can
improve an automatic learning scheme.

2.6 Summary

The speech recognition problem is de�ned as selecting the best word sequence from
the space of possible hypotheses, given an acoustic waveform. To �nd the best utterance,

24Kahn also describes a hyper-correction process, in which NYC speakers add /r/ spontaneously to words
like Indiana /ih n d iy ae n ax r/. The allowed context of this phenomenon is only syllable-�nal, as in the
/r/-deletion rule.

25While speaker accent is an important factor in determining pronunciations, accent-speci�c modeling is
not a focus of this thesis, partly because it can be di�cult to detect the accent of the speaker (although
advances are being made in this area; see, e.g., Lincoln et al. [1998] for a description of unsupervised detection
of British versus American accents). Humphries [1997] provides one approach to adapting pronunciation
models to a new accent.
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ASR systems use three statistical models: an acoustic model that provides the probability
of acoustics given an HMM state sequence, a pronunciation model that gives the mappings
between state sequences and words, and the language model that furnishes a prior prob-
ability over all model sequences. The pronunciation model has an important role as the
interface between the other two models; it must accommodate both linguistic variability
and variability from the acoustic models.

Linguists, particularly in the �eld of phonology, has provided tools for ASR pro-
nunciation modelers to use in accounting for this variability. In particular, phonological
rules have been useful for generating a large set of potential pronunciations that models can
select from; rule probabilities can be used to select appropriate pronunciations from a large
corpus. These rules can also be automatically induced using techniques such as decision
trees. The fully automatic pronunciation learning system developed at WS96 serves as the
basis for the work in this thesis.

A review of the linguistics literature revealed that pronunciations are dependent
on more than just the segmental context. Including the features of speaking rate and
word predictability may allow ASR systems to judiciously choose the set of pronunciations
to include while running | a dynamic pronunciation model. This may be important for
modeling the linguistic coarticulation found in unconstrained-vocabulary continuous speech
databases, particularly for conversational speaking styles.
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The previous chapter introduced speaking rate and word predictability as recog-
nized in
uences on word pronunciation. In this chapter1 I investigate the relationships
between speaking rate, word predictability, and pronunciations within the Switchboard cor-
pus of human-to-human conversations. We can refer to these factors as extra-segmental
factors, because they do not depend on the identities of phones, syllables, or words. In
the �rst section, I describe how speaking rate and word predictability are estimated in
this study, and I explain the metrics used to evaluate di�erences in pronunciation within
the corpus that are due to these factors. The second portion of the chapter is devoted to
a study of pronunciation variation in words, syllables, and phones that can be related to
these factors.

1Some of the experiments in this chapter and the next have been reported previously in Fosler-Lussier
and Morgan [1998], and will also appear in Fosler-Lussier and Morgan [in press].
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3.1 Experimental Design

In order to determine how extra-segmental factors can a�ect word pronunciations,
one must �rst determine a set of measurements for these factors. In this section I discuss
several measures of the rate of speech and of the predictability of words that were used in
this study.

3.1.1 Speaking rate

Speaking rate is generally measured as a number of linguistic units per second,
although the choice of units has been subject to debate. In previous work at ICSI, we have
shown that using units other than words per second (e.g., phones per second) as a metric
allowed us to predict word error more reliably in ASR systems [Mirghafori et al., 1995]. In
contrast, Fisher [1996a] showed that, for the Hub3 North American Business News task,
the di�erence between words and syllables per second was insigni�cant for prediction of
recognizer error rate. However, Fisher preferred the syllabic measure because it was likely
to be easier to calculate independent of any recognizer.

For this study, syllabic rate was chosen as the metric of speaking rate. Syllables
are far less likely to be deleted than phones; in the Switchboard corpus, the phone deletion
rate is roughly 13% [Weintraub et al., 1997], whereas complete phonetic deletion of the
syllable occurs only 2.5% of the time. Since phone deletions are one of the phenomena that
should be detected by pronunciation models, syllabic rate is a more stable measure for this
purpose.

Syllabic rate can be determined from speech data in several ways. In this study
I use transcribed syllable rate, which is determined from syllabic boundaries notated by
linguistic transcribers. More speci�cally, the interpausal rate is determined by counting
the number of syllables between transcribed silences and dividing by the amount of time
between pauses. Because of the required human transcription, this particular measure is
generally not determinable at recognition time for interactive systems. Nonetheless, because
speaking rate estimators can sometimes be unreliable (particularly for spontaneous speech),
this metric was used as an irreproachable measure for determining the e�ects of speaking
rate on pronunciations.

When syllabic annotations are not available, one can also determine a syllabic rate
from the alignment of the word transcription to speech data (aligned syllable rate); since the
syllable deletion rate is roughly 2.5% and the insertion rate is negligible, this corresponds
closely to the transcribed syllable rate.

At the run-time of the recognizer other metrics must be used, because it is not feasi-
ble to have a human transcribing the speaking rate as the recognizer is running. Mirghafori
et al. [1996] described the tactic of running the recognizer twice, using the �rst pass to
hypothesize sound unit boundaries and hence the speaking rate, which would then be in-
corporated in a second pass, providing a measure called recognition rate. Aside from the
additional computation, this method requires the assumption that the speaking rate deter-
mined by a potentially erroneous recognition hypothesis is su�ciently accurate. For di�cult
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tasks such as conversational speech recognition this is often not the case, particularly for
unusually fast or slow speech.

Alternatively, one can use signal processing or classi�cation techniques to estimate
speaking rate directly from the acoustic signal [Kitazawa et al. 1997; Verhasselt and Martens
1996 inter alia]. At ICSI, we have also derived such a measure, dubbedmrate for itsmultiple
rate estimator components [Morgan and Fosler-Lussier, 1998]. The measure correlates
moderately well with transcribed syllable rate (� � :75), although it tends to underestimate
the rate for fast speech. Mrate is further described in Section 6.4.2.

Other methods of determining speaking rate are possible: Campbell [1992] calcu-
lated the distribution of durations for each type of phone in a Japanese corpus; from this
each phone instance in the corpus could be assigned a z-score (standard deviation) based
on its duration.2 This metric was useful for predicting various linguistic e�ects, such as the
shortening of /a/ both after unvoiced plosives and sentence-�nally in Japanese, but z-scores
were not applied to the task of localized speaking rate determination in this study. Given
the constraints of the task in Campbell's study (a single speaker reading newspaper and
magazine texts), it is not clear whether z-scores would be usable for detecting speaking rate
in a multi-speaker spontaneous speech database.

3.1.2 Word predictability

The most obvious candidate for determining word predictability is the uncondi-
tional probability of the word (i.e., P (word)), determined from the number of instances of
the word in the reference transcription of the entire corpus. This is known in ASR parlance
as the unigram probability of the word. The results reported here use the base 10 logarithm
of the unigram probability.3

However, the predictability of a word in its local context may also have an e�ect
on its pronunciation. One simple measure of the localized predictability used by ASR
systems is the trigram probability (P (wordnjwordn�2;wordn�1)) | the probability of the
word given the previous two words. In the case where the trigram probability was not
available, a Good-Turing backo� strategy was employed [Good, 1953; Katz, 1987], in which
the trigram probability is estimated from a bigram probability (P (wordnjwordn�1)) and a
weighting factor | a strategy employed by most ASR systems. While I could have chosen
to examine bigram probabilities instead of trigram probabilities (one of the ASR systems
evaluated in the next chapter uses a bigram grammar, the other a trigram grammar), I
wanted to include as much contextual information as possible in order to distinguish this
measure from the unigram score.

One can also imagine more elaborate models, such as semantic triggers, word
collocations, or syntactic constraints, that could be used to predict when a word is more
likely. However, for the sake of simplicity, only models conveniently available to most speech

2This assumes that the durations of each phone type in the corpus have a normal (Gaussian) distribution;
as Campbell notes, the distributions are actually slightly skewed from normal, having more longer phones
than shorter phones.

3Most ASR systems represent probabilities in the logarithmic domain, so that multiplication of proba-
bilities becomes addition of log probabilities, an operation that is faster on standard computer processors.
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recognizers were used.

The studies in this chapter will evaluate pronunciations of phones, syllables, and
words. However, when unigram probabilities or trigram probabilities are given, they are
computed on the word level. This means that unigram and trigram probabilities in the
syllable and phone investigations are of the word that contains the phone or syllable, not
the unit itself.

3.1.3 Pronunciation database generation

The speech data from the Switchboard corpus used for this study are a subset of the
complete database, consisting of approximately four hours of phonetically hand-transcribed
utterances provided by ICSI for the Johns Hopkins Summer Research Workshop series
[Greenberg, 1997b]. About one half hour of this data was from the development test set,
while the rest was from the training set. Starting from an automatic syllabic alignment
generated by the Johns Hopkins HTK recognizer, linguists from ICSI realigned the syllable
boundaries and identi�ed syllables with their phonetic constituents.4

Using an automatically syllabi�ed version of the Pronlex dictionary5 (LDC 1996),
I generated a mapping from dictionary baseforms to these hand transcriptions using a
dynamic programming technique developed by Weintraub et al. [1997]. The procedure uses
a string-edit-distance algorithm, where the distance metric between two phones � and  is
given by:

d(�;  ) =
X

f2Features

g(f(�); f( )) (3.1)

where

g(f(�); f( )) =

(
0 if f(�) = f( )
1 otherwise

(3.2)

A phonetic feature is a binary question about the phone (e.g., \Is this phone front?" or \Is
this phone nasal?"); at ICSI, Tajchman [1994] de�ned a set of 24 binary phonetic features
(e.g., front, nasal, high) similar to the features used in Sound Patterns of English [Chomsky
and Halle, 1968].6 Under this scheme, the phones [f] and [v] di�ered in two phonetic
features:

[f]:

"
+tense
-voiced

#
; [v]:

"
-tense
+voiced

#

4See also http://www.icsi.berkeley.edu/real/stp for more information about the Switchboard Tran-
scription Project.

5The Pronlex dictionary was syllabi�ed at the 1996 Johns Hopkins Summer Research Workshop (WS96)
using Fisher's [1996b] automatic syllabi�cation program, which is based on Kahn's [1980] thesis. This
dictionary is used by several ASR systems (without syllabi�cation), including the HTK recognizer analyzed
in Section 4.1. Thanks to Barbara Wheatley and others at WS96 for help with this lexicon.

6These features have been incorrectly attributed to Withgott and Chen [1993] in some of the pronunciation
modeling literature. In fact, Withgott and Chen do not insist on binary features; rather, they point out that
binary features can lead to bizarre formulations of phonological phenomena [Withgott and Chen, 1993, p.
6].
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The distance score d([f]; [v]) was 2, whereas the distance score between [f] and the more
dissimilar vowel [ae] was much higher (11).7

Every baseform (dictionary) phone was mapped to zero or more hand-transcribed
phones; deletions caused the baseform phone to be mapped to zero phones, and insertions
caused the dictionary phone to be mapped to multiple transcription phones. Where multiple
pronunciations existed in the dictionary,8 the closest baseform (in terms of the distance
metric d) to the realization was used. The output of the alignment procedure was a map �;
each instance of a baseform phone � in the database was mapped to an n-tuple of realized
phones:

�(�) = h 1;  2; : : : ;  ni (3.3)

Typically, n was between 0 and 2.

These pronunciation maps were created for every baseform phone in the tran-
scribed database. I then annotated every word (and its syllabic and phonetic constituents)
with measures of speaking rate and word predictability, namely transcribed syllable rate
of the interpausal region, unigram frequency of the word, and trigram probability in the
utterance context. The result was a database of pronunciation variation for every word,
syllable, and phone in the transcribed portion of the Switchboard corpus.

3.1.4 Pronunciation di�erence metrics

It was initially di�cult to determine the best method of characterizing pronunci-
ation behavior as a function of the independent factors. I experimented with a number of
metrics; each has some advantages and disadvantages. Each of these metrics was designed to
describe pronunciation variations of individual phones, syllables, or words as factors such as
speaking rate change, as well as describing the e�ects of these factors on the pronunciation
of each of these units in the corpus at large.

Probability of a single pronunciation
The simplest measure of pronunciation variation is to determine the probability of
canonical pronunciations as extra-segmental factors vary.

This metric is particularly useful for estimating how well the dictionary pronuncia-
tions in the baseline recognizer match the transcribed data. I de�ne a pronunciation
as canonical if it matches a listed pronunciation from the ASR dictionary. For spon-
taneous speech the canonical and most frequent pronunciations often di�er, so the
probability of the single most frequent pronunciation was noted as well, assuming
that a system that performs automatic baseform learning would also have that par-
ticular pronunciation in its dictionary.

7Ohala [1985] points out that the use of tense as a phonetic feature is problematic, in the same way that

at is problematic: the term is informal and impressionistic, and it describes a class of phonetic phenomena
that arise from disparate phonetic con�gurations. The choice of phonetic feature systems is not critical for
this work, however. All that is required is some estimate of distance between two phones.

8The Pronlex dictionary has mostly one pronunciation per word; the average number of pronunciations
per word for the 22K lexicon was 1.07, whereas for the 100 most frequent words in Switchboard, this average
is 1.14.
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Using this metric, I was able to determine when the probability of a particular pro-
nunciation changed signi�cantly9 due to a change in one of the factors. A drawback
to this metric is that analysis becomes more di�cult when tracking more than just a
few pronunciations.

Entropy
This is a traditional measure for pronunciation learning systems (e.g., Riley 1991)
and is a good measure of the number of pronunciations of a unit in a training set, as
well as the relative frequency of the alternatives. For a set of pronunciations X with
a probability distribution estimate p, the entropy H(X) in bits is de�ned as:

H(X) = �
X
x2X

p(x) log2(p(x)) (3.4)

Entropy, in this case, is a measure of how skewed a distribution is toward one pro-
nunciation. When all pronunciation alternatives are equally likely, entropy is at its
highest; it is lowest when one pronunciation has a probability of one and the rest
are zero (i.e., the unit is de�nitely pronounced this way). This measure becomes un-
wieldy, however, if one tries to use it to predict the relative entropy of a particular
test set. Pronunciation models are typically pruned to some cuto� (assigning zero
probability to some test events), which causes relative entropy to approach in�nity.
Simple measures of entropy also treat all pronunciations as distinct and unrelated.
Thus, a pronunciation distribution for this hp([dh ih s]) = 0:8; p([d ih s]) = 0:2i
and a second distribution hp([dh ih s]) = 0:2; p([dh]) = 0:8i have the same entropy,
although the second distribution intuitively seems less canonical.

Phonetic distance score
I also developed a metric that was smoother than the hard binary decision of whether a
pronunciation was canonical or not by using the phonetic feature distance (d) between
the two pronunciations as described in Section 3.1.3. The formula for the distance
score between two syllables, �base and �transcribed, depended on each phone �base of
the syllable �base, and the phonetic alignment � from equation 3.3:

D(�base; �transcribed) =
X

�base2�base

d(�base; �(�base)) (3.5)

where �(�base) returns the aligned transcription phones.10

This distance can be interpreted as a measure of how far the realized pronunciation
has deviated from the expected pronunciation. Rather than treating pronunciations
as discrete entities, as is done in the entropy and single probability measures, this
score integrates the distance between phonetic features associated with each string of
phones. This procedure can also be extended to give an aggregate corpus score using

9When signi�cance is reported here, I mean that two distributions are signi�cantly di�erent at p � 0:05
using a di�erence of proportions test.

10Technically, � returns an n-tuple of phones, but here the interpretation of the distance metric d is ex-
tended to include the concept of insertions and deletions: for each insertion or deletion, the insertion/deletion
penalty distance used in the alignment procedure is added to the score total.
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a particular pronunciation model; the distance between each baseform pronunciation
in the model and the target phone sequence is weighted by the probability of the
baseform pronunciation. However, as this measure is not a probabilistic quantity, it
is di�cult to give it a statistical or information-theoretic interpretation.

3.2 Relationships between speaking rate, word predictabil-

ity, and pronunciation di�erences

In this section I present statistical analyses that show the relationship between
speaking rate, word predictability, and pronunciations in the Switchboard corpus [NIST,
1992], a collection of telephone conversations between two strangers in which speakers were
asked to talk about one of hundreds of topics and were recorded for up to �ve minutes. I
begin with an analysis of how pronunciations of individual words deviate from the canonical.

3.2.1 Pronunciation statistics for words

In a pilot experiment to show the e�ects of the features on a coarse level, I extracted
the word-pronunciation pairs for the 117 most frequent words from a two-hour subset of
the transcriptions from the training set. Each word had at least 40 occurrences in the
set. For every selected word, the pronunciation population was divided into two halves:
words above the median speaking rate and words below the median speaking rate, giving
two pronunciation probability distributions. I compared the probability of both the most
common transcribed pronunciation and the canonical pronunciation (as given in the Pronlex
dictionary) between partitions. A sample comparison for the word \been" is shown in
Table 3.1.

In this case, the probability of the canonical pronunciation [b ih n] drops sig-
ni�cantly for the faster half of the examples. The distribution of alternate pronunciations
changes as well: the reduced-vowel variant, [b ix n], occurs only in the fast speech ex-
amples. A signi�cant di�erence in probability for the canonical pronunciation between fast
and slow speech was a common occurrence in the 117 most frequently occurring words; a
signi�cant (p <0.05) di�erence in canonical pronunciation probability for 30% of the words
was found due to rate di�erences. For speaking rate di�erences that were signi�cant, a
faster rate indicated fewer canonical pronunciations, without exception.

The partitioning was repeated, only this time separating words with high trigram
probability (i.e., more likely words) from low trigram probability. Table 3.2 displays the
number of words with signi�cant di�erences in pronunciation probability due to each factor.
When the trigram probability was used as the splitting criterion, 18% of the words had a
signi�cant shift in canonical pronunciation probability. Similar results were seen with the
most likely pronunciations.

As with speaking rate, a higher trigram probability (i.e., if the word was more
likely) also meant a decrease in canonical pronunciation probability. It is noteworthy that
the words that showed a signi�cant di�erence in canonical pronunciation probability were
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Pronunciation Low Syllable Rate High Syllable Rate

Canonical 0.6087 b ih n 0.3636 b ih n

Alternatives 0.1304 b eh n 0.1818 b ix n

0.0870 b ih nx 0.1364 b ih nx

0.0435 b ih n n 0.0909 b ih

0.0435 b eh n 0.0909 b eh n

0.0435 b eh nx 0.0455 b eh

0.0435 b ih 0.0455 b ah n

0.0455 v ih n

Table 3.1: Distribution of the pronunciation probabilities for 45 realizations of the word
\been."

Number of words (out of 117) with signi�cant pronunciation di�erences

Pronunciation type Dividing metric p <0.05 p <0.01

Canonical Syllabic rate 35 (29.9%) 12 (10.3%)

Canonical Trigram probability 21 (17.9%) 5 (4.3%)

Most likely Syllabic rate 31 (26.5%) 12 (10.3%)

Most likely Trigram probability 20 (17.1%) 7 (6.0%)

Table 3.2: The number of words in which signi�cant pronunciation probability di�erences
were seen based on syllable rate and language model probability for the most frequent words
in Switchboard. Pronunciation changes were calculated for the canonical pronunciation and
most likely surface pronunciation for each word.
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often distinct between the rate and language model lists; at a signi�cance level of p <0.05,
only nine words were a�ected by both trigram probability and speaking rate, meaning that
40% of the words had signi�cant di�erences in canonical probability due to either rate or
trigram score. I could �nd no clear-cut rationale for why these two lists were mostly distinct.

Probability shifts in the canonical pronunciation were more often due to speaking
rate than to word predictability; this is understandable, since the distribution of the ex-
amined words is already skewed with respect to trigram scores. In order to obtain enough
data for per-word scores, I chose to study the most frequent words, which are a priori more
likely to have higher trigram scores | the range of scores for these words is smaller than
that for the general population of words.

Thus, using a relatively gross measure of pronunciation variation, I was able to �nd
interrelations between extra-segmental factors and the probability of word pronunciations.
However, the 117 studied words covered only 68% of the corpus.

3.2.2 Pronunciation statistics for phones

In order to better characterize pronunciation variation in a wider cross-section of
the corpus, we decided to look at pronunciation statistics for individual phones and syllables,
for which we had more data. For each dictionary phone, I extracted the corresponding hand-
transcribed phone(s), along with the applicable speaking rate. In this study, I examine the
overall trends for the phone alternations within the corpus.

As seen in Figure 3.1, from very slow to very fast speech the phone deletion rate
rises from 9.3% to 13.6%; the phone substitution rate also changes signi�cantly (p <0.05),
rising from 16.9% to 24.2%. As speaking rate increases, the entropy of the distribution of
phone pronunciations also increases (Figure 3.2). A further examination of the data partially
explains the entropy increase: as speaking rate increases, phones are not just pronounced as
a single alternate phone instead of the canonical. Rather, phones are realized in a greater
variety of ways in fast speech. For the slowest speech, the average phone had 3.4 di�erent
corresponding realizations occurring at least 2% of the time, whereas in fast speech, phones
had an average of 4.0 di�erent realizations. When counting only variations that accounted
for at least 10% of the pronunciation instances of a phone, phones occurring in fast speech
still had more distinct realizations (1.9) than slow speech (1.5).

From Figure 3.2 one can also see that word frequency, rate, and phone pronun-
ciation interact: when the 100 most common words11 are separated out from the general
population, both frequent and infrequent words have similar entropy curves as speaking rate
changes. Frequent words as a whole demonstrate wider variation in phone pronunciation
than words containing semantic content. One might hypothesize that the high frequency of
these words contributes to this disparity. It is also possible that, since function words (and
therefore frequent words) are shorter in general, the average pronunciation deviation per
phone is higher, but per-word deviation is similar to that of infrequent words. I will revisit

11Function words, which are usually short and syntactically necessary words such as to, and, or the, are
almost always among the most frequent words. Yet the assumption that all frequent words are function
words is not completely correct; for instance, the verb know is very frequent in the Switchboard corpus.
However, these two classes do overlap to a signi�cant degree.
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this hypothesis in the next section.

3.2.3 Pronunciation statistics for syllables

In the �nal analysis of the Switchboard hand transcriptions, pronunciation statis-
tics were examined both for groups of syllables and individual syllable types in the entire
four-hour transcription set. This allowed me to cluster some of the data from the word-level
experiments and to evaluate the e�ects on individual phones within their syllabic contexts.
It has been suggested that pronunciation phenomena are more often a�ected by contextual
factors that occur within the syllable rather than across syllable boundaries [Greenberg,
1998].

Statistics for groups of syllables

I computed the average syllabic distance (Equation 3.5 in Section 3.1.4) for all
of the syllables in the set and plotted them against the speaking rate and the unigram
frequency of the word. As can be seen from Figure 3.3, there is a non-linear relation
among unigram probability, speaking rate, and the average distance for each syllable from
the Pronlex baseforms: in less frequent words there is some increase in mean distance as
speaking rate increases, but for syllable instances occurring in more frequent words the
rate e�ect is more marked. This complex interdependency among these three variables
makes sense from an information-theoretic viewpoint | since high-frequency words are
more predictable, more variation is allowed in their production at various speaking rates,
since the listener will be able to reconstruct what was said from context and few acoustic
cues.

Above, I posed a question about the relationship between phone entropy and
frequent words: is the increase in average phone entropy due to the shorter length of
frequent words? Put another way, is the number of phonetic di�erences per syllable the
same in frequent words as in other words, so that the higher phone entropy is just the
result of frequent words having fewer phones on average? As the syllabic distance is not
normalized with respect to the number of phones, one can see in Figure 3.3 that the length
of frequent words is not a factor; if it were, then one would expect lower syllabic distance
scores for syllables with a high unigram word probability.

When I replaced the probability of canonical pronunciations metric with the sylla-
ble distance metric for these same data, this general interaction among the metric, unigram
frequency, and speaking rate was not observed. The key to understanding this initially puz-
zling result was to observe that the probability of canonical pronunciations did change as a
function of rate when one took lexical stress (as marked in Pronlex) and syllabic structure
into account. Syllables were annotated with O for onset consonants, N for nuclei, and C for
codas, repeating symbols for clusters. Thus, OONC represents a syllable with a 2-phone onset
cluster, a nucleus, and a single-phone coda (e.g., step). For each syllable type and stress
type (primary, secondary, and none), I calculated the probability that syllables of that type
were pronounced canonically, as a function of rate (Figure 3.4).

Most of the function (frequent) words were marked in the dictionary with sec-
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ondary stress rather than primary stress; therefore, the secondary stress category resembles
a function word category somewhat in this analysis. This is supported by the fact that the
average number of variants per secondary-stressed syllable in this database is 5.3, versus 1.8
alternatives for primary-stressed syllables and 3.2 for unstressed syllables. Looking across
columns for each syllable type, these data also con�rm that syllabic stress is an important
factor in pronunciation models, as has also been observed by other researchers [Finke and
Waibel, 1997a; Ostendorf et al., 1997; Weintraub et al., 1997]. It also seems that syllables
without codas tend to be pronounced canonically more often than do syllables with codas,
as can be seen by (for example) comparing OONC and ONC to OON. This accords well with the
fact that coda consonants are more frequently pronounced non-canonically (usually because
of phone deletion) than are onsets in this database, as reported by both Keating [1997] and
Greenberg [1998].

The implication of these �ndings is that words may be identi�ed most strongly by
the syllable-initial portion of the word. Less variation is observed in onsets because they are
used to discriminate between lexical items. Given the words in the transcribed portion of
the Switchboard corpus, I located pairs of words that di�ered by one phone in the Pronlex
dictionary (e.g., news and lose) [Fosler-Lussier et al., 1999]. These pairs were classi�ed by
whether the phone di�erence was in onset, nucleus, or coda position. Onset discrepancies
outnumbered nucleus discrepancies by a factor of 1.5 to 1, and coda discrepancies by 1.8 to
1, indicating that at least for this crude measure, onsets appear to be more important for
word discriminability.

For some syllable types, (e.g., primary-stressed nucleus-only), rate had a strong
e�ect on whether the syllable was pronounced canonically, but for others the e�ect is neg-
ligible. For one case (secondary-stressed nucleus-only),12 a surprising reverse e�ect occurs
| the probability of canonical pronunciation increases as rate increases. Thus, stress and
syllabic structure do interact with speaking rate in terms of syllable pronunciations.

Individual syllables

I then examined the 200 most frequent syllables in the Switchboard corpus; this is
the equivalent of 77% syllable coverage of the four-hour transcription set, and 75% coverage
of the corpus at large. For each syllable, the data were clustered into speaking rate histogram
bins. The probability of the canonical and most likely pronunciations per syllable13 were
determined for each syllable as a function of the rate bin. I also reclustered the data in a
similar fashion using trigram probability as the clustering criterion.

12There are only two words in the dictionary that fall into this category: a [ey] and uh [ah].
13The canonical and most likely pronunciations di�ered for 55 of the 200 syllables; for example, don't

([d ow n t]) was most frequently transcribed as [dx ow] (i.e., with a dental 
ap and deletion of the coda
consonants).
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For every histogram bin, I determined the percentage of instances of the sylla-
ble that were pronounced according to either the canonical or most likely pronunciation.
Figure 3.5 illustrates how the pronunciation probabilities change as a function of rate and
word frequency for the syllable [l iy]. There is a signi�cant movement toward alternate
pronunciations at faster speaking rates. Unigram frequency of the containing word also
has a distinct e�ect on pronunciations of this syllable | they are least often canonical in
the extremes of this metric. I am uncertain why this relationship is non-monotonic in this
instance; while this is a rare occurrence, there are several other syllables in the Switchboard
database that exhibit this behavior.14 On a side note, one sees in these graphs the in
uence
of stress on canonality: the stressed versions of [l iy] appear unadulterated much more
frequently than the unstressed versions.

For each of the 200 syllables, I ascertained whether the probability of the canon-
ical or most likely pronunciation changed signi�cantly between any two histogram bins as
speaking rate or trigram probability varied. Table 3.3 shows that changes in the rate
of speech signi�cantly a�ected the probability of a syllable's canonical pronunciation in 85
of the syllables; when the most likely pronunciation is considered as well, the number of
a�ected syllables increases to 95. The trigram probability of the word induces canonical
pronunciations in fewer syllables, although roughly one-third of syllables are still a�ected.

High grammar probabilities is the major characteristic that describes the class of
syllables that display signi�cant di�erences in pronunciation with increased speaking rate.
The mean unigram log (base 10) word probability for these syllables is -2.33; for una�ected
syllables the mean unigram log probability is -3.03. The syllables that experience greater
pronunciation di�erences as a function of rate are generally part of the more frequent words.
This is consistent with the earlier syllable distance results in Figure 3.3, which showed a
more marked e�ect of speaking rate on the pronunciation of syllables appearing in words
with a high unigram frequency.

For some syllables (Figure 3.6), there is a tradeo� between the most likely and
canonical pronunciations as a function of rate: that is, canonical probability will decrease for
increased rate, whereas the most likely pronunciation will increase in probability. However,
this tradeo� is not completely one-for-one: the sum of the canonical probability and most
likely probability is lower for faster examples than for slower examples. In faster speech,
other alternate pronunciations receive more of the probability mass.

Up to this point, unigram and trigram scores seem to be roughly equivalent in
predictive power. For the vast majority of cases, it appears that using trigram scores pro-
vides little extra modeling power, since the trigram probability is often correlated with the
unigram probability and the trends in pronunciations often match for the two features.
Nevertheless, for a small number of frequent syllables it distinctly helps to have the trigram
score. For example, in Figure 3.7, the syllable [ih f], which corresponds only to the word
if in the training set (i.e., all examples share the same unigram probability), is signi�cantly
reduced in very likely word sequences. In this case, the trigram score supplies extra infor-
mation for forecasting reductions that the unigram does not provide, since the unigram is
constant for all instances of if. Further evidence that the trigram probability is an e�ective

14Examples of this include [k ah z] and [m ay].
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Figure 3.7: Probability of canonical [ih f] pronunciation for various trigram probabilities.

# of syls w/ signi�cant di�erences
Clustering on: Canon. Most likely Either Both

Speaking rate 85 81 95 71

Trigram prob 64 59 70 53

Table 3.3: Number of syllables (out of 200) with signi�cant (p <0.05) di�erences in pronun-
ciation probabilities between histogram bins. The data are taken from the pronunciation
histograms with varying speaking rate and trigram probability (e.g., Figures 3.5 through
3.7).
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tool for predicting reductions in high frequency words is presented by Jurafsky et al. [1998];
using regression models, they found that trigram probabilities were a signi�cant factor in
prediction of word length for six of the ten most frequent words. Trigram probabilities
also helped in predicting di�erences in vowel quality (i.e., whether the vowel was canonical,
another full vowel, or reduced) for six of these ten words.15 Therefore, this component,
already present as the language model in many ASR systems, may be useful for predicting
pronunciation change in frequent words.

3.2.4 The issue of \null" pronunciations

Occasionally, the phonetic transcribers in the Switchboard Transcription Project
found that both they and the original word-level transcribers would hear words on the
phrase level (i.e., when the whole utterance was replayed), but when attempting a phonetic
transcription, they could �nd no phones or syllables that could be associated with these
words. I call words that show this e�ect null pronunciation words. This does not mean that
there is no phonetic evidence for the word at all; rather, the phonetic features of the word
are usually spread onto surrounding words, and timing cues often remain.16

Examples of this phenomenon from the corpus, initially described in [Greenberg,
1997a] are shown in Figure 3.8; the examples fall into six di�erent classes based on part
of speech. Words in parentheses are words transcribed by either the court reporter or
the linguistic transcriber for which the linguistic transcriber could �nd no phones/syllables
corresponding to the word.

These words are not phonetically realized, yet are heard on the phrase level. As
discussed in Section 2.5.1, the predictability of the word, especially in terms of the gram-
mar, plays an important part in determining the phonetic realization of words. Here it
appears that the syntax and semantics embedded in the listeners' linguistic capabilities are
\repairing" an acoustic gap left by low information-bearing words. All of the words that
exhibit this behavior share several properties:

Phonologically \short": They are all one syllable long, which suggests that this process
might best be regarded as extreme phonological reduction rather than deletion.

Closed class restriction: All of the null pronunciation words are members of closed syn-
tactic classes17 (preposition, complementizer, pronominal subjects, determiners, aux-
iliary verbs, conjunctions). Words in these classes are generally phonologically short,
and occur in relatively predictable contexts.

15Only one of the ten words was una�ected in either the length or vowel quality categories.
16Several people have debated the authenticity of these non-segmental words; the reader

is invited to see a demonstration of this phenomenon at http://www.icsi.berkeley.edu/~

dpwe/research/etc/phnless.html. Regardless of the outcome of the debate, in these cases there is se-
vere phonological reduction, so learning how to predict them will be advantageous to ASR modeling of these
pronunciations.

17A closed syntactic class is a functional category that does not allow new words to be easily introduced
into the language, as opposed to open syntactic classes, like nouns and verbs, in which new words can be
generated.
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1. more (of) that

2. decided to [pause] carve up that part (of) the world and call part of it [pause] persia

3. nice talking (to) you also

4. try (to) tell my kids

5. so we gave him to um (i) don't know if you've

6. since [breath] (you) know my parents had to force me to get my driver's license when
i was young

7. are you (a) vietnam veteran dudley

8. you know we('d) all go camping my dad (and) my mom and and the kids

Figure 3.8: Examples of null pronunciation words (given in parentheses) in the Switchboard
corpus

Syntactic requirement: The null pronunciation word is often syntactically required, al-
though it may itself have little semantic meaning. Readers who are reading acoustic
transcriptions usually �nd the sentences without the null pronunciation word ungram-
matical; replacing the word renders the sentence grammatical.

Likelihood requirement: Null pronunciation words must be predictable within the syn-
tactic context in which they occur.

Timing and contextual cues: non-segmental words are often accompanied by lengthen-
ing of surrounding syllables, which can act as a time �ller [Greenberg, 1996; Cardinal
et al., 1997]. Furthermore, while there may be little to no segmental evidence for the
word itself, it may leave traces by modifying the acoustic properties within surround-
ing segments.

If null pronunciations are extreme cases of phonological reduction, then it is likely
that all of these factors would be useful for predicting when reductions can occur, which
can lead in turn to better prediction for pronunciation models in ASR.

In particular, I would like to focus brie
y on the likelihood requirement mentioned
above. What does it mean to be syntactically likely? In automatic speech recognition
systems, a language model is used to predict the likelihood of a sequence of words. Usually
this model is simpli�ed so that the probability of a word is conditioned on the previous one
or two words (in general, called an n-gram grammar). Is an n-gram grammar enough to
predict this type of variation? I will discuss some of the phenomena in terms of predictability
by n-gram grammars, since this is the easiest information to incorporate into an ASR
pronunciation model.
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of 54% 98% 94% 99% 100%
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in 7 <2 3

for 6 <2 3

others 12 <2 <2

Figure 3.9: Probability of prepositions following the nouns more, some, rest, part, and
couple.

more/rest/some/part/couple (of)

One of the simplest cases of syntactic predictability is the null pronunciation of the
word of. In the chart displayed in Figure 3.9, we see the probability of a preposition in the
syntactic sequence [Noun Preposition NounPhrase] for the nouns more, some, rest, part,
and couple, taken from 124,759 acoustically segmented utterances within the Switchboard
corpus. The probability of the word of following the nouns listed above is much higher than
the probability of any other preposition, which is easily representable by n-gram statistics.

talk

about 43%

to 32

with 3

others 22

Figure 3.10: Probability of words following talk.

talk (to) you

In looking at another preposition, to, we would have expected similarly that to
would be the most likely co-occurring preposition with talk. However, this is not the case,
as seen in the chart of P(prepjtalk) (Figure 3.10).

P+ NP) you me him her them us people that this

to 32 1 4 4 4 2 2 1

about 4 2 1 3 14 9

Figure 3.11: Comparison of words following talk to and talk about.

How can the model predict that the null pronunciation word should be to rather
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than about? One could appeal to the \phonologically short" criterion | since the probabili-
ties of about and to are very close, the deciding factor could be that about is (phonologically)
a much larger word, having two syllables. Another possibility is to look at more than just
subcategorization of the preposition, and take into account some of the right context of the
word. For the talk (to) you example, I found all of the noun phrases that followed talk to
and talk about in the corpus. Figure 3.11 shows the number of instances of to and about
co-occurring with various noun phrases.18

When the referent of the following noun phrase is a person, the preposition is
much more likely to be to. This suggests that an n-gram grammar may not be enough to
capture this generalization | one may have to appeal to lexically based grammars, where
the preposition choice can be determined by valence probabilities.19 However, it seems that
n-grams would not be a bad approximation for predicting preposition identity.

Pronominal subjects

1. (i) think it was called credit union news

2. so we gave him to um (i) don't know if you've

3. since [breath] (you) know my parents had to force me to get my driver's license when
i was young

Figure 3.12: Null pronunciation pronominal subjects

Some examples of null pronunciation pronominal subjects are given in Figure 3.12.
In this instance, the words preceding the non-segmental word do not necessarily predict the
pronominal subject well, but the main verb that follows does. While this is very strange
from an n-gram grammar point of view, in lexically-based syntactic frameworks there is a
similarity with the preposition cases above; we are just looking at the co-occurrence of a
main verb with one of the items it can subcategorize for.20

In examining the data in Figure 3.12, one of the questions that comes to mind is
why the �lled-in subject of know is you, while the other �lled-in subjects are I. Looking
at the syntactic patterning of subjects of know, don't know, think, and don't think in the
corpus, however, reveals the answer (Figure 3.13).21 The data show that you is the most
likely subject of know, while I is the most likely subject of the other three. One analysis

18Since the numbers are quite small, I do not present percentages here.
19Essentially, the valence properties of verbs are requirements that verbs have about their objects. In

this case, the verb talk could specify that, with a following prepositional phrase containing a \person" noun
phrase, the most likely preposition would be to.

20In Head-driven Phrase Structure Grammar, for instance, the subject of the sentence is a special object
of the verb, subject to the subcategorization requirements of the verb.

21Again, I present the exact numbers of instances so that one can see the relative frequencies of the verbs
in question.
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Verb) think know
Subj+ (do) don't (do) don't

I 2853 321 897 1034

you 279 10 7535 21

we 21 0 27 9

they 21 2 35 13

Figure 3.13: Counts of verb subjects for the verbs think and know in both positive and
negative forms.

of these data is that I is the (probabilistic) default subject for don't, which explains why
don't know favors I over you. One caveat: you know may be used as a �ller phrase, so the
syntactic patterns may not be the same as with other verbs. It may be the case that the
�ller you know is just one lexical item.

In essence, n-gram grammars are not going to be of use in the prediction of this
reduction, but perhaps one can utilize inverse n-gram grammars, where previous words
are predicted from following words. Of course, this is only possible where one has the
entire hypothesis word string (or at least n words ahead of the current word), so in a
recognizer, this is only implementable as a rescoring pass over lattices or n-best hypothesis
lists. Another possibility exists: since the e�ects described here are local and occur in
frequent contexts, adding the identities of frequently occurring adjacent words may capture
some of the alternate pronunciations described here.

3.3 Summary

Analysis of phonetic transcriptions of the Switchboard corpus has demonstrated
signi�cant e�ects of speaking rate and two measures of word predictability on pronuncia-
tions of words, syllables, and phones. One of the most signi�cant �ndings is that not every
linguistic unit is a�ected by changes in these factors. This suggests that modeling indi-
vidual words and syllables may improve incorporation of these factors into pronunciation
models. An increase in transcribed syllable rate is correlated with deviation from dictio-
nary baseforms in roughly half of the syllables and a little less than a third of the examined
words. High word predictability (both using the unigram and trigram metrics) also tends
to accompany lower canonical pronunciation probabilities, although for some syllables lower
canonical pronunciation probabilities can be found in words with low grammatical proba-
bilities.

There is a signi�cant interaction between the investigated features and pronunci-
ations. In particular, Figure 3.3 shows that word frequency has a distinct in
uence on how
much pronunciation variation is present with changes in transcribed syllable rate: syllables
in high-frequency words are most a�ected by the rate of speech. Stress and syllable struc-
ture also play an important part in cooperation with these features; Figure 3.4 illustrates
that variations due to rate are more visible when these factors are included.
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In some situations, there can be severe phonological reduction in the Switchboard
corpus when the information content of a word is very low. N -gram statistics may help to
predict some of these instances; in other cases, it appears that di�erent measures, such as
the identity of the neighboring words, will be necessary to predict environments in which
reductions can occur.

A short epilogue: the database produced for the investigations in this chapter has
proved useful in further studies of pronunciation phenomena within Switchboard, performed
primarily by colleagues at the University of Colorado, Boulder. Jurafsky et al. [1998] studied
the ten most frequent words in the corpus, �nding that planning problems, predictability,
segmental context, and rate of speech are good independent factors for predicting when
reductions can occur. This study was extended in [Bell et al., 1999], where the e�ects
of word position in the conversation turn and the speaker-speci�c variables of gender and
age were included in the analysis. The speaker-speci�c variables correlated mostly with
speaking rate and dys
uencies | only a small independent e�ect on pronunciations was
attributable to gender after these latter features were taken into account. On the other
hand, the pronunciation of function words was a�ected by the turn and utterance bound-
aries. Reduction was less likely at the start of turns or the end of utterances. Gregory
et al. [1999] showed that phonological e�ects for word-�nal [t] and [d], including 
apping,
deletion, and length increases, were correlated with various measures of n-gram frequency
and contextual probability. These results suggest that many features exist that could be
useful for predicting pronunciation variation in ASR models.
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Pronunciation Error Analyses in

ASR Systems
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4.1 Switchboard recognizer error analyses

It is clear from the analysis in the previous chapter that speaking rate and word
predictability are both distinctly correlated with pronunciation change. In this chapter, I
investigate the e�ects of mismatches between the ASR pronunciation model and the Switch-
board hand transcriptions on ASR word error rates, as well as how these mismatches cor-
relate with speaking rate and word predictability.

For these analyses of recognition performance on the Switchboard corpus, I used
the HTK recognizer trained with the Pronlex dictionary developed at the 1996 Johns Hop-
kins Workshop (hereafter referred to as the WS96 recognizer) to provide recognition hy-
potheses for error analysis. This Hidden Markov Model (HMM) recognizer is a 12-mixture
state-clustered cross-word triphone system, trained on 60 hours of mel cepstrum (MFCC)
features (including �rst and second derivatives of the features). The recognizer used a
bigram language model trained on 2.1 million words of Switchboard transcripts.
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Overall Canonical pronunciations Alternative pronunciations

% correct 57.4 65.0 53.9

% deleted 12.0 8.1 13.9

% substituted 30.5 26.1 32.2

# of words 4085 1337 2748

Table 4.1: Breakdown of word substitutions and deletions with WS96 Switchboard Recog-
nizer for canonical and alternative pronunciations.

4.1.1 Mismatch in pronunciations as a correlate of word error

Previous studies [Weintraub et al., 1997] have shown that when the hand transcrip-
tions of the Switchboard corpus were compared to the Pronlex dictionary, only two-thirds
of the dictionary phones matched the transcriptions. In an elaboration of this study, I have
tried to characterize the e�ects of these phone-level statistics on word-level pronunciations.
While 67% of the phones retained canonical form in spontaneous speech, only 33% of the
word pronunciations found in the Switchboard development test set (using ICSI hand tran-
scriptions) were found in the Pronlex dictionary.1 Thus, the observed phone transformations
are not concentrated in a few words, but rather are spread throughout the corpus.

What remains to be shown is that these pronunciation errors have an e�ect on ASR
systems. Intuitively, one would believe that recognizers would fail miserably if 67% of hand-
transcribed word pronunciations are not in the dictionary. However, it is not necessarily
true that ASR acoustic models are modeling the same linguistic ideals given by the hand
transcriptions. They are biased by their training set: performance tends to be better on
words that occur many times in the training corpus. Acoustic models may also compensate
for pronunciation variation to some degree by smoothing out the phonetic classes, accepting
variations within the canonical phonetic class estimates. It is important, therefore, to
ascertain whether ASR systems perform worse in cases where there is a mismatch between
the hand transcriptions and dictionary pronunciations.

For the WS96 system, I compared recognizer results in conditions where linguists
determined that pronunciations were canonical against results in conditions where alterna-
tive pronunciations were used by the speaker. In this study, 439 phonetically transcribed
sentences were examined from the Switchboard development test set. Each word in the
test set transcriptions was annotated with whether it was correctly recognized, substituted,
or deleted by the WS96 system, and whether the transcribers observed a canonical or al-
ternative pronunciation, as de�ned by the Pronlex dictionary (i.e., the recognizer lexicon).
Recognizer insertions were disregarded. Although pronunciations certainly have an e�ect on
insertions, it is di�cult to mark them as canonical or alternative pronunciations compared
to the hand transcriptions, since the speakers did not actually utter the inserted words.

The WS96 system recognizes words correctly much more often when the linguists'
transcription matches the dictionary pronunciation (Table 4.1). There is a large (70%
relative) increase in the recognizer word deletion rate for words with alternative pronuncia-

1For the data set examined, the average word had 3.1 phones.
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tions, as well as a signi�cant increase in recognizer substitutions. The fact that the overall
recognizer accuracy for alternatively pronounced words is not much worse than that for
commonly pronounced words, however, does indicate that there is some compensation for
pronunciation variation by the acoustic model.

It is di�cult to separate the e�ects of di�erent factors on word error rates; for
instance, a mispronounced word can result in a substitution, causing a language model error
for the following word. Hence, some of the words labeled as having a canonical pronunciation
may be identi�ed incorrectly by the recognizer due to surrounding pronunciation errors; the
extent of this phenomenon is di�cult to characterize. Nevertheless, these numbers suggest
that there is a real e�ect of non-canonical pronunciations on word error. The numbers
also suggest that solving \the pronunciation problem" will not solve the speech recognition
problem, but will contribute toward the reduction of error rates.

4.1.2 Relationships between factors and recognizer error

Although there is a relation between the pronunciation model and recognizer er-
rors, it is not clear how recognizer errors relate to factors such as speaking rate, unigram
probability, and trigram probability. I labeled every word in the development test set with
the syllable rate, unigram probability, and trigram probability of the word. I then parti-
tioned the words into histogram bins and determined the recognizer accuracy for each bin.
The following series of graphs show how recognizer scores (y-axis) change as a function of
each extra-segmental factor (x-axis). Included on each graph is the percentage of words
that had canonical pronunciations (represented by the line with the crosses) and average
recognizer accuracies for all words (solid line with dots), for words with canonical pronun-
ciations (dashed lines), and for words having alternative pronunciations (dot-dashed lines)
as a function of the extra-segmental factor.

In Figure 4.1a, one sees that there is a 14% (absolute) drop in recognizer accuracy
as the speaking rate moves from very slow to very fast speech. This is due mainly to
the poorer performance on words pronounced non-canonically, which are more common in
fast-speech conditions, as seen in Figure 3.1. Note that for this test set the percentage of
utterances in the fastest (>6 syllables/sec) bin is non-trivial, containing 35% of the data;
thus, there is a real and signi�cant e�ect from fast speech for this set. One additional note:
as in Section 4.1.1, these graphs do not include insertions. Since rate is calculated over an
interpausal region, insertion rates can be calculated for each speaking-rate bin. Insertions
decrease from 7.7% to 2.3% as the speaking rate increases from the slowest to the fastest
bin; when this decrease in insertion rate is taken into account in the word error rate, the
di�erence in errors between slow and fast speech is still roughly 9% absolute.

In the case of language model probabilities (Figures 4.1b and 4.1c), recognizer
performance improves as words become more likely. This is not surprising, since both
language models and acoustic models in the recognizer tend to favor more likely words
during recognition. The trigram graph has a larger spread (from 30% to 69%) than the
unigram (31% to 61%), probably because the recognizer (which utilizes a bigram grammar)
takes into account more contextual information than is provided by unigram probabilities.
What is interesting here is that, even though the recognition rate increases as words become



4.1. SWITCHBOARD RECOGNIZER ERROR ANALYSES 65

3 3.5 4 4.5 5 5.5 6 6.5 7
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

= 5% of data

= 20% of data

Rate of speech (syllables/sec)

A
cc

ur
ac

y 
of

 W
S

96
 r

ec
og

ni
ze

r

Accuracy of WS96 recognizer vs. speaking rate

Accuracy of all words
Accuracy of words with canonical pronunciations
Accuracy of words with alternate pronunciations
Percent of words with canonical pronunciations

Figure 4.1a. Speaking rate
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Figure 4.1c. Trigram probability

Figure 4.1: Accuracy of WS96 Switchboard recognizer dependent on several factors, repre-
sented as the fraction of words recognized correctly. In these graphs, the solid line indicates
the overall accuracy trend as each factor changes. The size of the dots indicates the pro-
portion of data found in that particular histogram bin. The dashed and dot-dashed lines
indicate recognizer scores when the hand transcription of the word did or did not match
the canoncial (recognizer) pronunciation, respectively. The solid line with crosses indicates
the percentage of words that had canonical pronunciations for that histogram bin.
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more likely, the percentage of words with canonical pronunciations decreases, as indicated
by the line with crosses.2 For higher probability words (i.e., log10(trigram)>-3), canonically
pronounced words are recognized much more accurately than non-canonically pronounced
words. On the other hand, for low probability words the language model in the recognizer
dominates the error, and it does not matter as much whether the pronunciation is canonical
or not. The trend of increasing recognizer accuracy with increased log trigram probability
is discordant with the decreasing number of pronunciations agreeing with the recognizer
dictionary; this con
ict provides some insights with respect to the behavior of the recognizer.
In this system, either the language model is heavily favoring likely words, or the acoustic
model has broadened to account for the increased variation in frequent words. Both of these
hypotheses are probably true to some extent. A better model of pronunciations could allow
the language model to discriminate against infrequent words less, as well as allowing for
sharper acoustic models.

4.1.3 Summary

In Switchboard, non-canonical pronunciations pervade the landscape; only 33% of
words are canonically pronounced. The question is: are the acoustic models of the WS96
recognizer accommodating the pronunciation variation observed in this corpus? The models
are certainly not doing the job completely, since words with non-canonical pronunciations
have an 11% absolute increase in word error over canonically pronounced words.

Furthermore, word error correlates with transcribed syllable rate. Faster speech
goes hand-in-hand with increased errors, as has been observed in other corpora [Fisher,
1996b]; much of this error can be attributed to the increase in pronunciation variation at
fast rates. In the realm of word predictability, more likely words are recognized with better
accuracy, since they are better modeled by the acoustic and language models. Pronunciation
variation a�ects the recognizer's performance only for highly probable words, whereas for
unpredictable words, alternatively pronounced instances are recognized with an error rate
similar to that of canonical baseforms.

4.2 Recognizer error analyses for automatic transcription of

Broadcast News

While knowing the correspondence between alternative pronunciations in linguis-
tic transcriptions and recognizer performance is important, many pronunciation modeling
systems use automatic transcription methods to determine possible word pronunciations.
Do the same patterns seen in the hand transcriptions of Switchboard carry over to an auto-

2It appears that the the probability of canonical pronunciations drops for low probability words because
these words tend to be longer, so a priori there is an increased chance of a single phone changing in a
word. In fact, this is con�rmed when the probability of canonical pronunciation is calculated at the phone
level. For low unigram probabilities (log unigram < -3), the probability of canonical phone pronunciation
is roughly constant at 75%, whereas for log unigrams between -2 and -3, the canonical phone probability is
67% and 50% for log unigrams above -2. The class of infrequent words (log unigram < -5) makes up 5% of
the words in the test set.
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matic learning paradigm? Chapters 5 and 6 describe such a pronunciation modeling scheme
in the Broadcast News (BN) domain. Using an early version of this system, I duplicated
the Switchboard studies with the Broadcast News corpus using automatically determined
transcriptions rather than hand alignments in the analysis. An added advantage to working
with this corpus is the mixture of speaking styles: the e�ects of speaking rate and word
predictability could be examined for both spontaneous and planned speech.

4.2.1 The corpus

The Broadcast News corpus [NIST, 1996] is a collection of speech from Ameri-
can radio and television news broadcasts, such as the National Public Radio program All
Things Considered or Nightline, televised in the U.S. on the ABC network. These shows
comprise a wide range of speaking conditions, from planned speech in studio environments
to spontaneous speech in noisy �eld conditions over telephone lines. The (possibly multi-
sentence) segments are divided into seven di�erent focus conditions representing di�erent
acoustic/speaking environments;3 in this study, I primarily investigated two main conditions
that make up the majority of the data in the set: planned studio speech and spontaneous
studio speech.

For this study, I used the results from the sprach hybrid neural network/HMM
recognizer developed at Cambridge University, She�eld University, and ICSI [Cook et al.,
1999]. This system combines a recurrent neural network trained on PLP features from
Cambridge, a multi-layer perceptron trained on modulation-�ltered spectrogram features
[Kingsbury, 1998] from ICSI, and HMM decoder technology from She�eld. This investi-
gation used an intermediate version of the evaluation recognizer described by Cook et al.
[1999]; this recognizer performed with roughly 20% more errors than the evaluation system.
The acoustic models of the system described here were trained on 100 hours of Broadcast
News speech. The lexicon of the recognizer used context-independent pronunciations from
the Cambridge 1996 abbot recognizer [Cook et al., 1997]; the trigram grammar was trained
on 286 million words of text from transcriptions of broadcasts and newswire texts. The sys-
tem was tested on a 173 segment subset of the 1997 Broadcast News DARPA evaluation
test set, corresponding to roughly a half-hour of speech (also known as Hub4E-97-subset).

The detailed phone-level transcriptions that we had for Switchboard were not
available for Broadcast News (BN). In order to �nd an approximation to the phonetic hand
transcription, I used the sprach BN recognizer in a phone-constrained decoding. The
recognition of the BN training set used monophone acoustic models in the phone recog-
nizer; a phonotactic phone-bigram grammar4 provided probabilities for each phone follow-
ing other phones. For each utterance, the sprach BN recognizer generated an automatic

3The shows in the Broadcast News training set have been segmented by NIST; the �rst 100 hours of this
data are labeled with the focus condition applicable for the segment. The test data, when �rst presented to
sites participating in the DARPA evaluation, came unsegmented (sites were responsible for devising their
own segmentation), but the scoring �les containing the actual transcriptions do have segmentations marked.
Throughout this thesis, I use the NIST provided answer segmentations for the test set; the in
uence of
automatically segmenting the shows is therefore not included in word error results.

4The phone-bigram grammar was trained using the phone transcription from a Viterbi alignment of the
training set to the BN recognizer dictionary.
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phone transcription, which was subsequently aligned to the word transcription. As in the
Switchboard analysis, test set words were annotated with whether the recognizer correctly
identi�ed them, substituted other words for them, or deleted them. In addition, the align-
ment was used to determine whether the word was pronounced canonically according to the
recognizer's acoustic models.

While there is no guarantee that the phone transcription produced by the above
procedure will match the decisions of human transcribers,5 it does provide a clue to which
acoustic models best match the phonetic content of the waveform. Since the job of a pro-
nunciation model is to facilitate matching between the acoustic models and word hypotheses
in a recognizer, and since several researchers use phone recognition as a source for pronun-
ciation alternatives (as described in Chapter 2), it is appropriate to investigate the e�ects
of the extra-segmental variables on the automatic phonetic alignment.

4.2.2 Mismatch in pronunciations as a correlate of error

Using the Broadcast News database, I examined 173 (possibly multi-sentence)
segments from the 1997 evaluation test set, which provided roughly the same number of
words as the Switchboard test set. The di�erence between recognition rates for canonical
versus non-canonical pronunciations is more marked for Broadcast News (Table 4.2); this is
not unexpected, since the same acoustic models used to recognize the speech also determined
whether a pronunciation is canonical in the BN analysis, as opposed to the Switchboard
analysis, which uses phonetic labelings provided by linguists to make this determination.
Both systems see a large increase in deletion rates in alternatively pronounced words, but
the increase in substitutions for these words is much greater for the sprach BN system |
possibly due to the automatic phone transcription or to the larger overall error rate of the
Switchboard system. It is also interesting to note that a similar proportion of words were
judged to be pronounced canonically in each system, although the di�erence is signi�cant
(p <0.0001) | 33% for Switchboard and 28% for Broadcast News.

4.2.3 Relationships between dynamic factors and recognizer error

The most notable di�erence between the language model graphs for Broadcast
News (Figure 4.2) and those for Switchboard was the increasing percentage of words having
canonical pronunciations as words became more frequent (cf. Figure 4.2b to Figure 4.1b).
This is probably an e�ect of the acoustic models: the recognizer is likely better at recognizing
words found frequently in the training set, so the automatic phonetic transcription re
ects
this bias. The curves showing the e�ects of trigram probability are rather 
at (Figure 4.2c),
particularly for canonically pronounced words, although alternative pronunciation scores
increase for the highest frequency and drop o� for the lowest | the latter shows the in
uence
of the language model in recognition.

The graph for unigram probabilities appears strange at �rst glance (Figure 4.2b);

5I found via inspection of samples that the automatic phone recognizer usually produced intuitive tran-
scriptions; however, conditions in which the acoustic models fare poorly, such as noisy speech, often degraded
the phonetic transcript.
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Figure 4.2a. Speaking rate
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Overall Canonical Pron. Alternative Pron.

% correct 76.4 90.8 70.9

% deleted 4.7 1.4 6.0

% substituted 18.9 7.8 23.1

# of words 5840 1607 4233

Table 4.2: Breakdown of word substitutions and deletions with Hybrid Broadcast News
Recognizer for Canonical and Alternative Pronunciations.
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Figure 4.2: Accuracy of sprach Broadcast News recognizer dependent on varying factors.
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instead of the smooth graph seen for Switchboard, the recognizer accuracy unexpectedly dips
for words with a log unigram probability between -3 and -2. Further investigation revealed
that the highest bin contained seven unique words6 that are highly predictable from context.
The second highest bin was dominated by a larger set of words that are less predictable,
such as is, this, it, who, well, and years, but are common enough that they would not
normally receive extra emphasis in speech. The third bin held many \content" words that
probably received stress in the sentence, such as morning, crime, campaign, economic, and
American. The third bin had more polysyllabic words (1.75 syllables/word average versus
1.19 syllables/word for the second bin); function words tend to be monosyllabic, while
content words will range over a broader distribution.7 It is likely that speakers emphasized
these words more; stressed words are often clearer and consequently easier to transcribe
automatically.

For speaking rate (Figure 4.2a), the percentage of words pronounced canonically
peaks in the middle rates (5 to 5.5 syllables/second) and roughly tracks overall recognizer
performance. There are several possible explanations for the shape of the curve: (1) the
acoustic models are best when the speaking rate is roughly the mean, (2) the recognizer
pronunciation model is geared toward mean speaking rates, or (3) the speech is clearest in
the mean speaking rates. From these data one cannot distinguish among these hypotheses,
and it is likely that all are true to some extent. Recognizer performance su�ers at both
extremes; this is di�erent from the behavior of the Switchboard system, which performed
well on slow speech, but much worse for fast speech. It is not clear why there is a discrepancy
between these corpora in recognition error rates for slow speech, but the variability in
performance for slow speech has been noted for other corpora as well [Mirghafori et al.,
1995].

When the data are separated out into planned and spontaneous conditions (Fig-
ure 4.3), some of the di�erences in recognizer performance between these two speaking
modes become apparent. For planned speech the di�erence between canonically and non-
canonically pronounced words is much less than for spontaneous speech, as demonstrated by
the distance between the dashed and dot-dashed lines. In one histogram bin for the planned
speech condition, words with alternate pronunciations were even recognized slightly more
accurately than canonical words. Spontaneous speech is recognized much less consistently
by this recognizer, and the performance gap between canonical and alternate pronunciations
is very large, particularly for slow rates.

For an automatic phone-transcription system, the robustness of acoustic models
has a serious impact on the pronunciation learning system. In Figure 4.4, I have broken
up the test set into di�erent focus conditions and show the recognizer accuracies for each
condition. The canonical pronunciation percentage parallels recognizer performance rela-
tively well; good performance of the acoustic and pronunciation models of the recognizer
at the word level correlates with better matching of the phone transcript from the acoustic
model to the pronunciation model. Recognizer performance for noisy conditions is some-

6These were the, a, to, and, in, of, and that.
7Switchboard exhibits similar characteristics in its unigram grammar, although it is not as marked; for

instance, 13 words occupy the most frequent unigram bin, and the number of syllables per word for the
second bin (1.11) is still less than for the third bin (1.51).
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what lower than for planned or spontaneous conditions; this is also re
ected in the lower
percentage of canonical pronunciations. While far from conclusive, this suggests that the
lack of acoustic model robustness to noise may be the cause of the poorer matching of the
phonetic transcription to canonical models.

4.2.4 Summary

Despite the dependency of the automatic phone transcription system on recognizer
acoustic models, there are distinct correlations in the Broadcast News database between
pronunciation variations and recognizer error similar to those in the Switchboard database.
Fast speaking rate again yields increased di�erences in the phonetic transcription, although,
unlike in Switchboard, distinct changes from the baseform dictionary were observed for
slow speaking rates as well. The word predictability results are tied much more tightly
to the automatic transcriptions: unlike in Switchboard, more likely words are transcribed
canonically far more often.

Analyzing data from the Broadcast News test corpus allows one to compare spon-
taneous to planned speech. The drop in recognition accuracy for non-canonical pronunci-
ations is much larger in the more casual speaking style. In examining the response of the
recognizer to a wider range of acoustic conditions, it is clear that pronunciation models
generated by the acoustic models are less canonical when speech from noisier conditions
is used for generation. The pronunciation model is therefore modeling not only linguistic
phenomena, but also variations seen in the acoustic model due to noise.
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5.1 Introduction

As mentioned in the introduction to this thesis, the typical automatic speech
recognizer contains a dictionary that describes how words map to the phone acoustic models.
If the models in a pronunciation dictionary are �xed at the run-time of the recognizer, this
is a static dictionary. This nomenclature is to distinguish these baseline models from the
dynamic pronunciation models discussed in the next chapter that change pronunciation
probabilities in response to several factors, including the word context and speaking rate.

In this chapter,1 I detail experiments I conducted in building a new baseline dictio-
nary for recognition of broadcast news reports. Three aims motivated this work. First and
foremost, in order to fairly evaluate the dynamic pronunciation models in the next chapter,
I wanted to build the best possible static dictionary, for use within the �rst-pass recognizer.

1This chapter contains some experiments previously reported in [Fosler-Lussier and Williams, 1999] and
[Fosler-Lussier, 1999].
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Since dynamic dictionaries require a second decoding pass over lattices or n-best lists of
hypotheses generated by a �rst recognition pass, a good static dictionary was also necessary
to generate the �rst-pass word hypotheses.

Another goal of this work was to evaluate design choices that any pronunciation
modeler has to face. The central issue of pronunciation modeling is how to decide which
baseforms to include in the dictionary and which ones to exclude. In these experiments, I
used phone recognition to generate new pronunciations, but found that the models induced
by phone recognition had many spurious pronunciations, decreasing their usefulness in the
recognition system. I therefore focused my e�orts on �nding pronunciation selection criteria
to constrain the possible variation in the models. One technique developed to improve
pronunciation selection limited the number of possible variations that could be produced
by the phone recognizer. In order to build an e�cient model (in terms of recognizer run-
time), it was also necessary to prune pronunciations from the dictionary; in this chapter I
discuss various techniques for accomplishing this task. I also touch on the e�ects of increased
training data and the robustness of pronunciation models to improvements in the acoustic
model.

Finally, a more pragmatic reason behind this work was the need for improved
dictionaries in the 1998 sprach System for Broadcast News transcription. Researchers at
Cambridge University (CU), the University of She�eld, and ICSI collaborated on a system
for the 1998 DARPA Broadcast News Evaluation [DARPA, 1999]. The new pronunciation
models developed in this work were integrated with acoustic models provided by CU and
ICSI, language models from CU, and decoder technology from She�eld to produce a com-
plete system. Since the pronunciations were being developed as a semi-independent module,
one goal was to provide an improvement in the dictionary that would be robust to changes
in the acoustic model.

The 1998 DARPA evaluation also had a secondary decoding condition in which
systems were restricted to operating within 10� real-time | besides recognition perfor-
mance, fast decoding was also crucial. Pronunciation modeling can a�ect decoding time,
since additional pronunciations increase the size of the lexical tree within the decoder, cor-
responding to longer search times. Therefore, in these experiments I evaluated the increase
in decoding time for new dictionaries, as well as the word error rate metric. Timings were
done on an Sun Ultra-30 (or one processor of a comparable 2-CPU Tatung Ultra-60 clone)
with at least 768 MB of memory.2

The paradigm used for determining new pronunciations in this chapter is derived
from collaborative work done at the Johns Hopkins Large Vocabulary Continuous Speech
Recognition Summer Research Workshop in 1996 (WS96) [Weintraub et al., 1997; Fosler
et al., 1996], described more fully in the next chapter. This model is based on the idea
of stream transformation introduced in Chapter 2: a noisy channel model that captures
the variations in how each phone is pronounced. In this model, the expected canonical
pronunciations of each word are mapped to the realizations of the pronunciations in the
corpus. For WS96, the realization phone sequence was produced by the acoustic model
via phone recognition. The name stream transformation describes how this model operates

2Decoding processes never reached the size at which virtual memory was invoked.
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| by probabilistically transforming a stream of canonical phones into a second stream of
realizations.

In this chapter, the technology of stream transformation underlying the construc-
tion of static dictionaries is similar to the WS96 model, although particular implementation
details are di�erent. For instance, neural networks, rather than Gaussians, are used as
acoustic models; n-ary phonetic features (described below) based on linguistic categories
are utilized rather than the binary phonetic features in the WS96 model, similar to Riley's
[1991] work. The model has also been extended to allow for selection of pronunciations
based on acoustic con�dence, as well as inclusion of baseforms for words not occurring in
the original dictionary.

5.2 Phone recognition

For automatic machine learning of an ASR dictionary, one must have a source
of pronunciations from which models are chosen. Most systems use phone recognition to
generate a set of alternative pronunciations for words in the dictionary. This procedure is
also called phone constraint decoding or phone loop recognition.

This procedure employs the acoustic models of the recognizer in order to generate
new pronunciations. The technique as a whole is not novel | it has been used successfully
in many systems [Humphries, 1997; Weintraub et al., 1997]. Since it forms some of the
basic building blocks for later work, and implementations vary across recognizers, I discuss
in this section the particular choices made in building my system.

In the hybrid HMM-ANN system described in Chapter 2 (page 12), phone recog-
nition is performed by substituting phones for words in the recognition system. Recall that
the decoder takes four basic forms of information as input:

Scaled likelihoods The neural network provides posterior probabilities of phones given
the acoustics (P (QjX)), which are subsequently normalized by the priors (P (Q)) to
give a scaled version of P (XjQ).

Phone models These models give the basic HMM topology of each phone; in our system,
these carry minimum duration information by repeating a number of states for each
phone.

Dictionary For every linguistic unit (typically words), the dictionary lists the possible
phone pronunciations that can represent that unit, with associated probabilities.

Grammar The grammar provides the prior probability of particular dictionary unit se-
quences (e.g., sequences of words).

When the ICSI recognition system is utilized as a phone recognizer (Figure 5.1,
the neural network still provides the acoustic probabilities P (QjX), and the phone models
remain the same. The other two information sources change when phones rather than words
are used as the linguistic units: the dictionary, instead of ranging over a vocabulary consist-
ing of 65,000 words, has only 54 \words" (really phones), where each context-independent
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phone has one dictionary entry. The n-gram grammar also changes: instead of an n-gram
over words, the phone recognizer utilizes a phone n-gram (i.e., giving the probability of one
phone following another).3 This gives the system a model of the phonotactics of English;
for example, st is a likely consonant cluster in English, but nb is not.

a. Phone recognition output
s ah m ax bcl b ey bcl b ao l s ah f ax bcl b eh z bcl b ao l

b. Forced Viterbi alignment with canonical pronunciations
s ah m aa bcl b ey s bcl b ao l s tcl t ah f aa bcl b ey s bcl b ao l

some uh baseball stu� uh baseball

c. Mapping phone recognition to canonical pronunciations
s ah m ax bcl b ey bcl b ao l s ah f ax bcl b eh z bcl b ao l

s ah m aa bcl b ey s bcl b ao l s tcl t ah f aa bcl b ey s bcl b ao l

some uh baseball stu� uh baseball

d. Resulting alternative transcription
some s ah m

uh ax

baseball bcl b ey bcl b ao l

stu� s ah f

uh ax

baseball bcl b eh z bcl b ao l

Figure 5.2: Building word pronunciations from phone recognition (episode b960529)

The output from the phone recognizer is a sequence of phones; no word breaks
are inserted into the stream of phones (Figure 5.2a). Thus, the next task is to insert these
word boundaries by aligning the alternative transcription provided by the phone recognizer
against a canonical transcription that has word boundaries. The canonical transcription
is obtained from a forced Viterbi alignment of the reference word sequence to the training
data using a baseline lexicon (Figure 5.2b).

Since every phone in the canonical reference transcription is associated with a
word, pairing these phones with phones in the alternative transcription will e�ectively insert
word boundaries into the phone recognition. The procedure for phone pairing (described
previously in Section 3.1.3) uses a generalized string-edit-distance algorithm to align two
sequences of phones, where the distances between phones used by the algorithm are deter-
mined by the di�erence in phonetic features [Tajchman, 1994]. This alignment technique
ensures that the minimum amount of phonetic variation is used to account for di�erences
between phone streams: vowels are usually mapped to vowels, stop consonants to stop
consonants, and so forth.

3In these experiments, I used a phone bigram grammar provided by Gethin Williams.
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In the example in Figure 5.2, the baseline dictionary has only one pronunciation
of baseball, namely [bcl b ey s bcl ao l]. However, the phone recognizer has recom-
mended two new pronunciations: [bcl b ey bcl b ao l], deleting the internal [s] sound,
and [bcl b eh z bcl b ao l], which monophthongizes the �rst vowel and voices the [s].

5.2.1 Building a new dictionary

When the entire training corpus is transcribed in this manner, one can collect
all of the pronunciation examples and build a new dictionary. Prior probabilities for the
pronunciations of each word are estimated from the frequency counts of the pronunciations
seen in the corpus.

For a �rst experiment, I automatically transcribed 100 hours of the 1997 Broadcast
News training data [NIST, 1996]. The acoustic models, provided by Cambridge University,
were a combination of four di�erent Recurrent Neural Networks (RNNs). Two RNNs were
trained on all 100 hours of the training data; one network was trained running forward
in time, the other used a reversed waveform, looking backwards in time. The other two
networks were trained only on the planned and spontaneous studio speech4 in the �rst 100
hours.

After generating the phone recognition transcript for the BN97 training set, I
calculated two new dictionaries containing the words present in the training set. The �rst
dictionary allowed new pronunciations if there were at least two instances in the phonetic
transcript (labeled as mincount=2); the second was more restrictive, requiring at least seven
exemplars before inclusion (mincount=7).5 Since not every word in the 65k vocabulary
occurred in the training set, I combined the new dictionaries with a baseline dictionary in
several ways.

For comparative purposes, I used the abbot96 dictionary as a baseline. This
dictionary was derived from the 1996 abbot Broadcast News transcription system [Cook
et al., 1997] and contained an average of 1.10 pronunciations per word for the 65K vocab-
ulary. I included new pronunciations provided by the phone recognition dictionaries in the
recognizer in two ways: in the �rst strategy, the abbot96 pronunciations for words in the
training set were replaced by the new dictionary. In the second scenario, the pronuncia-
tions from the abbot96 and new dictionaries were merged together, using the interpolation
formula:

Pmerged(pronjword) = �Pph:rec:(pronjword) + (1� �)Pabbot(pronjword) (5.1)

The value of the empirically determined smoothing parameter � did not a�ect results much
within a broad range of values, so I set � = (1 � �) = 0:5. Since the weighting factor

4Planned and spontaneous speech are designated by focus conditions F0 and F1 in the corpus, respectively.
5The choice of two and seven examples as thresholds is somewhat arbitrary, although there is some reason

for each choice. I chose two for one of the thresholds in order to eliminate singleton events; if something
occurs more than once, it's less likely to be spurious. The selection of seven as the other threshold is to match
the (arbitrary) thresholding chosen by Weintraub et al. [1997] for their experiments with the Switchboard
corpus. One would probably wish for a more statistically principled threshold criterion, but the point of this
experiment is to get a baseline for performance of other commonly used techniques.
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Lexicon Combination Style % WER Timing

Baseline (abbot96) 29.9 1.81� RealTime

PhoneRec mincount=2 replace 34.9 9.83 � RT
merge 29.2 9.93 � RT

PhoneRec mincount=7 replace 32.6 4.30 � RT
merge 29.7 4.19 � RT

Table 5.1: Word error rate on Hub-4E-97-subset for unsmoothed phone recognition dictio-
naries using narrow (7-hypothesis) decoding parameters.

can be interpreted as a measure of trust in the source of a word's baseforms, a possible
strategy would be to make � dependent upon frequency of a word's occurrence in the
training data, using deleted interpolation [Jelinek and Mercer, 1980]. Section 5.3.4 touches
on an experiment in which this technique is used to combine dictionaries.

With these new dictionaries, I decoded the Hub4E-97 subset de�ned previously
by the sprach project. Since the acoustic models had improved since the lexicon training,
the latest model was used for phone probability generation: a combination of the four-RNN
system described above and a 4,000 hidden unit Multi-Layer Perceptron (MLP) trained
on Modulation Spectrogram-Filtered (MSG) features. The noway decoder was run with a
narrow beam-width in the search (dubbed 7-hyps6) for expedited testing.

5.2.2 Results and discussion

In Table 5.1, we see that the dictionary replacement techniques introduce a sig-
ni�cant number of errors. The more permissive \mincount=2" dictionary increases error
rate by 16% (29.9% word error rate (WER) to 34.9%); using fewer pronunciations (\min-
count=7") induces less error. On the other hand, smoothing with the prior dictionary
pronunciations does slightly improve recognition performance.

These poor results illustrate an important point: pronunciation data derived from
phone recognition can be very noisy, so it is important to introduce constraints to reduce
the in
uence of noise. Figure 5.3 presents the variation seen in the pronunciations of the
word themselves derived from phone recognition. Some learned variations are linguistically
plausible, e.g., the [m] sound being recognized frequently as [n] (likely as a consequence
of place assimilation with the following [s]). Other variations, such as the replacement
of [eh] with [ow] in the phone recognition dictionary, are very implausible; the poor
word recognition results suggest that some way to disallow implausible variations should be
employed.

While the canonical pronunciation [dh eh m s eh l v z] is rare in the abbot96
dictionary, it never occurs in the phone recognition. In fact, the most likely pronunciation

67-hyps has been the ICSI-internal catch-phrase for a narrow search; only 7 hypotheses are allowed to
end at any particular time. Reduced search beam-widths are also employed; in other words, a hypothesis
has to be much closer to the best current hypothesis (in log probability) to be kept within the search. The
wider beam-width parameters are employed in a 27-hyp decoding.
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Phone Recognition Baseline

PhoneRec mincount=2 abbot96
Prob. Pronunciation Prob. Pronunciation

0.24 dh ax n s eh l z 0.96 dh ax m s eh l v z
0.16 dh ax n s ow z 0.04 dh eh m s eh l v z
0.12 tcl t ax n s eh l dcl d z
0.12 dh ax n s eh l
0.12 dh ax m s ow z
0.08 tcl dh ax m s eh l z
0.08 dh ax n s eh l s
0.08 dh ax m s eh l z

Figure 5.3: Pronunciations of themselves from phone recognition and baseline dictionaries.

from abbot96 does not appear in the phone recognition dictionary either. It appears
(from further examination of the phone recognition output from all words in the training
set) that the [v] model is rather \weak" in that the phone recognizer frequently does
not transcribe [v] sounds. This may be because [v] is an infrequent sound in English,
so the bigram phone grammar may be discriminating against it, or that [v] is often a
low-energy sound that was often absorbed into surrounding acoustic models (in this case,
probably the neighboring [z]). [b] is often substituted by the recognizer for [v] (and vice
versa); sometimes the transcription symbol is deleted altogether. Deletion of the [v] in
themselves, though, produces a baseform homophonous with them sells. Intuitively, at least
one representation of themselves should keep the [v] sound.7

Pronunciation models created by the acoustic model are thus not infallible. Aver-
aging the two dictionaries reintroduces the [v] version of themselves; adding these averaging
constraints across the entire dictionary reinforced canonical models and reduced the variance
of the phone recognition models. Dictionary averaging is probably the simplest constraint
that can be employed to suppress noise in phone recognition. In the next few sections, I
will discuss other constraints that can be employed.

One other point: Table 5.1 indicates, in addition to word error rate, the decoding
time required by the recognizer with various dictionaries. Including many di�erent pro-
nunciations increases the confusability of words in the corpus; thus, decoders must search
larger spaces and rely more on the language model to disambiguate words and phrases
that become homophonous due to the increase in the number of ways that words can be

7Themselves and them sells also have di�erent stress patterns that could be used to di�erentiate the
similar pronunciations; in addition, there are phonetic timing cues that can discriminate between these two
phrases (see Church [1987] for more examples of nearly homophonous phrases that can be distinguished
by phonetic cues such as aspiration). These cues are not usually employed within ASR systems because
although humans use stress to di�erentiate word boundaries, the exact acoustic correlates corresponding
to stress are not known. Research into automatic detection of stress may prove fruitful in determining
pronunciation patterns [Silipo and Greenberg, 1999].



84 CHAPTER 5. STATIC DICTIONARIES

pronounced. A larger set of pronunciations translates into increased decoding time | the
question is: how much longer? The best dictionary in terms of word error from the phone
recognition experiments (mincount=2) takes �ve times as long as the baseline dictionary to
run.8 Since speed is often an issue in ASR systems, the tradeo� between accuracy due to
better models and the run-time of the system should be kept in mind.

5.3 Smoothed phone recognition

In order to contain some of the model variability introduced by phone recognition,
one needs to develop a sense of what alternatives should be allowed. Statistical techniques
can tell us what variations are likely within a corpus. Learning these statistics on a word-
by-word basis, however, is di�cult because of the sparsity of data. Many systems use
phone decision trees to learn how individual phones vary in pronunciation, dependent on
the context. Infrequently seen alternatives are pruned from the trees (that is, disallowed),
so that automatic retranscription of the training set is possible using a constrained set of
possible phone sequences. Since the hypotheses of the phone recognizer are \smoothed" by
the corpus statistics, I refer to this process as smoothed phone recognition.

5.3.1 Building decision trees

To initialize the pronunciation model, phone recognition was performed as above,
producing alternative transcriptions and alignments to the canonical pronunciations. A
new dictionary was not constructed, however. Instead, a model was trained to predict
which transcribed phones corresponded to canonical dictionary phones. This model was
trained using the alignment between the canonical and alternative transcriptions for training
patterns.

For these experiments, I chose to use decision trees as a pronunciation predictor.
Since decision trees (or d-trees) are well described in the literature (see, e.g., Breiman et al.
[1984]), I provide here only an intuitive description of the decision tree learning algorithm,
providing examples from the pronunciation modeling domain.

A d-tree is a simple classi�er that recursively �nds optimal partitions of training
data (according to a given criterion) to improve the classi�cation of the data in a greedy
manner (i.e., at every step some criterion is maximized without regard to �nding a global
optimum of the criterion). In Figure 5.4, we see a collection of samples of the pronunciation
for [ey] situated at the root of the tree. In this example, a binary question has been
posed about the identity of the phone following [ey]; the data are partitioned into two sets
based on the answer to the question. The learning algorithm chooses the best question that
partitions the database (how to �nd this is described below); each subset of data is then
recursively partitioned. Thus, the order of the questions in a d-tree is determined by which
question is best at each level of recursion. Given this simple algorithmic structure, there
are three main issues in building d-trees:

8We ran these experiments with a narrow pruning beam-width; with standard evaluation parameters,
this system would probably be untenable.
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Figure 5.4: Sample partition question for the phone [ey]
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1. What are the questions d-trees can ask in partitioning?

2. How do we �nd the best question that partitions the data?

3. When do we stop partitioning?

D-tree questions

Like many other researchers [Young et al., 1994; Odell, 1992; Riley, 1991], I have
used linguistic concepts in decision tree formation. The algorithm was allowed to ask
questions about the dictionary phone being modeled and the neighboring baseform phones
from the dictionary-to-phone recognition mapping (Figure 5.2). These questions included:

Phonetic identity: the symbolic representation of the phone.

Consonant manner: the articulatory manner of the phone, if it was a consonant. Choices
included voiceless stop, voiced stop, silence, approximant, syllabic, voiceless fricative,
voiced fricative, nasal. Vowels were marked with n/a.

Consonant place: the articulatory place of the phone, if it was a consonant. Choices
included labial, dental, alveolar, post-alveolar, palatal, velar, glottal. Vowels were
marked with n/a.

Vowel manner: included monophthong, w-diphthong, y-diphthong for vowels. Consonants
are marked with n/a.

Vowel place: encoded the height (high, mid-high, mid-low, low) and frontness (front, mid,
back) of vowels. For diphthongs, this feature indicates the starting point of the vowel.
Consonants are marked with n/a.

Syllabic position: the position of the phone within the structure of the syllable. Onset
consonants were indicated with an O, coda consonants with a C, and vowel nuclei
with a N. Silences carried the syllabic position distinction of X.

Boundary markings: indicated whether the phone started or ended a word (or both).

Every dictionary phone in the training set, with its corresponding realization in
the phone recognition transcription, was annotated with these features, as well as the fea-
tures of the previous and next dictionary phone forming a set of training patterns (or
training instances) for the decision tree. A feature function fj 2 F is de�ned to re-
turn for each training pattern a value in the range Rj , where j corresponds to a par-
ticular feature; for instance, when j corresponds to the current phone's consonant place,
Rj = flabial;dental; alveolar;post-alveolar;palatal; velar; glottalg. A partitioning question
Qj;S is de�ned as a Boolean variable that is true if the feature corresponding to j is in the
set S � Rj, or, more formally, Qj;S = (fj(�) 2 S). For example, in Figure 5.4 fj is the
identity of the next phone, and S = fix,axr,hh,ae,g,m,n,r,w,y,ax,eyg. Every training
pattern is also associated with a class c(i) 2 C(I) corresponding to the phone recognition
transcription for that sample. In this case, C(I) = fey,ehg.
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Finding the best partition (or, asking the best question)

In this implementation, all of the training patterns are divided into clusters, one
for each dictionary phone. A separate d-tree is constructed for each dictionary phone by
recursively partitioning the data for that phone. Partitions are chosen automatically by the
algorithm using the prede�ned features (and questions) in the training data, determining
the values that maximize a decision criterion called a purity function. Given a set of training
instances I, the d-tree algorithm chooses the best partitioning question Q� (from the set
of all possible questions Q), which is the question that maximizes the purity function. An
example purity function, called the information gain, is described in Equation 5.2.9

Q� = argmax
Qj;S2Q

H(I)� [P (Q = true)H(IQ=true) + P (Q = false)H(IQ=false)] (5.2)

The subscripts on I indicate the subsets formed by the partition question Q, and H(�) is
the entropy of the classes of realization phones at a particular node in the tree:

H(I) =
X

c2fC(I)g

�P (c)log2P (c) (5.3)

Entropy is low when one class dominates the node and highest when all classes are equiprob-
able. Thus, one constraint placed by this function is to try to make the nodes further down
the tree as pure as possible | to go from higher entropy to lower entropy. However, another
constraint is at work as well. The entropies in each branch are weighted by the proportion
of examples in each leaf. An even split with less entropy reduction in each node can still
reduce the overall entropy more than a split that has a few examples with very low entropy
in one node, and only a minor reduction in entropy for the vast number of examples in the
other. Other criteria that weight this tradeo� di�erently are also possible (see, e.g., the
GINI index described in Breiman et al. [1984]).

Partitioning continues on each sub-node, where a di�erent question can be em-
ployed; after each partitioning, the probability distribution P (C) can be calculated at the
leaves based on the training data left in that node.

When to stop partitioning

There are no hard and fast rules for when to stop partitioning the data. Usually,
heuristics applied to the depth of the tree or the number of samples in each node are
used to determine ending criteria. In the experiments run here, I set a minimum example
count for each node (at �ve examples per node); splits are not allowed if either half of the
partition would have less than the minimum number of samples. While this is a bit sparse
for probability estimation, Breiman et al. [1984] report that their best results occurred
when the tree was overgrown and then pruned back using a cross-validation technique. In

9The maximized quantity here is also known as the mutual information between the instances I and the
partitioning question Qj;S; an alternative formulation of this quantity is I(I;Qj;S) = H(I)�H(IjQj;S).
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particular, they use a 10-fold jackknife technique, determining the appropriate tree size by
growing the tree on 90% of the data. The algorithm then prunes back the tree, optimizing
classi�cation on the remaining 10% of the data. The procedure is repeated nine more times,
rotating the data used for training and test. The parameters are then averaged, and a tree
is then regrown using all of the data, stopping when the learned parameters are reached.

For my experiments, I used 10-fold cross-validation, but then cross-validated again
on an independent test set for further pruning, using 90% of the entire training set in the
jackknife procedure, with another 10% used to reprune the trees.

5.3.2 Smoothed alignments

Given the set of learned trees, I was then able to relabel the training set acoustics
by generating a constrained set of pronunciations with the trees. Every phone in the Viterbi
alignment of the baseline dictionary to the training set (Figure 5.2b) was transformed into a
realization phone sequence with the trained decision trees. The d-tree evaluation algorithm
used attributes of each baseform phone and its immediate neighbors to navigate the set of
questions encoded in the tree for that phone, starting at the root of the tree and taking the
branch at each node corresponding to whether the answer to the question at that node was
true or false. Every dictionary phone was therefore associated with a particular decision
tree leaf containing the probability of alternative phones (Figure 5.5: Tree evaluation).

The distributions from the d-trees were then compiled into a �nite state grammar
(FSG) of alternative phone pronunciations by the following algorithm: for the nth phone in
the canonical transcription, the appropriate tree distribution d was found. Between nodes
n and n+1 in the FSG, an arc was added for every recognition phone in d, labeled with the
appropriate probability. Phone deletions were accommodated through the insertion of null
transitions. Phone insertions, corresponding to a phone pair in the leaf, were accommodated
by adding extra nodes in the graph; the �rst arc retained the pronunciation probability,
while subsequent arcs were given a probability of 1.0 (see [bcl b] in Figure 5.5 for an
example). Some smoothing was applied during this FSG construction by disallowing any
transitions with below-threshold probabilities (the threshold was arbitrarily set to 0.1).

Following d-tree training and FSG compilation, a new static lexicon was created.
The compiled FSG was realigned to the training data to obtain a smoothed phone-constraint
decoding. Since the FSG decoder produced both a word and phone alignment, the new
alternative transcription was easily converted into a new static lexicon by gathering all of
the examples of each word and determining the probability distribution of pronunciations
for that word.

5.3.3 Building Broadcast News models

I constructed phone trees for the 1997 Broadcast News training set with the IND
decision tree toolkit [Buntine, 1992]. One tree was grown for each dictionary phone; all
examples of the same dictionary phone in the corpus were collected into one database. The
ICSI system typically represents stop closures and bursts as separate phones; I built only
one tree for each stop consonant, concatenating the phone recognition targets for closures
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Figure 5.5: Building smoothed alignments from phone trees.
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and bursts. Thus, if the phone recognition produced [bcl b ey bcl b ao l], [bcl b]

would be used as a target for both instances of /b/. A sample tree is given in Figure 5.6.

tcl_t 49.3
dcl_d 12.6

t 7.5

tcl_t 78.8
NULL 6.3
dcl_d 4.3

tcl 41.0
NULL 31.9
tcl_t 11.0

NULL 63.8
tcl_t 13.2
tcl 11.1

tcl_t 46.1
NULL 19.5

tcl 15.5

tcl_t 71.3
NULL 6.4
dcl_d 6.4

NULL 37.6
tcl 35.7

tcl_t 11.4

NULL 43.1
tcl 27.9

tcl_t 12.0

tcl 49.5
NULL 24.7
tcl_t 10.3

NULL 37.3
tcl_t 26.9
tcl 14.6

NULL 82.5
tcl 8.5

tcl_t 3.6

tcl_t 55.2
dcl_d 15.6
NULL 8.4

t 33.9
tcl_t 27.2

k 25.6

tcl_t 83.0
NULL 4.2
dcl_d 3.7

tcl_t 58.8
NULL 16.2
dcl_d 7.0

prevphone in {ix,ow,ng,aa,d,ae,f,
ah,eh,m,p,ao,ih,el,r,v,ae,z,ay}

nextphone in {g,k,n,t,y,UNK}prevphone in {iy,ow,axr,ng,aa,d,f,ah,n,h#,
                        ao,el,r,en,s,t,v,er,aw,ax,z}

nextphone in {ix,iy,ow,axr,uw,aa,ae,ah,eh,
                       ao,ih,el,r,en,er,aw,ax,ay,ey}

noyes

yes no yesno

yes no yesno

prevphone in {k,p}sylpos = Coda nextphone in {g,k,t}

yes no no yes

Figure 5.6: A sample tree grown from the phone recognition outputs from the phone [t],
arti�cially pruned at depth 3. The three most likely phones at each node are shown.

The dictionary resulting from the collection of pronunciation alternatives in the
smoothed phone transcription was still somewhat noisy, particularly for infrequently occur-
ring words. However, as Figure 5.7 shows, the distribution of pronunciations for the word
themselves is much more peaked. Two baseforms account for 88% of the examples of the
corpus, one of which ([dh ax m s eh l v z]) is found in the abbot96 dictionary. The
main phone variation exhibited in these examples is a substitution of [n] for [m]| possibly
representing a place assimilation of the nasal to the following [s].10 Meanwhile, the [v]

of themselves, which was deleted completely in the original phone recognition, occurs much
more frequently, being deleted in only 4% of the examples.

As in the phone recognition dictionary experiments, I merged the newly obtained
pronunciations with those from the baseline abbot96 lexicon to smooth the pronuncia-
tion probability distributions, particularly for words with low counts. The interpolation

10Because these are acoustic models, not humans, transcribing these instances, one should not be too
hasty in jumping to conclusions here. However, it is interesting that these data do parallel a known linguistic
phenomenon.
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Decoding Parameters

Lexicon 7-hyp. WER (%) 27-hyp. WER (%)

Baseline: abbot96 29.9 27.5

Phone Recognition: mincount=2,�=0.5 29.2 -

Smoothed Trees: �=0.5 28.9 27.1

Table 5.2: Word error rate on Hub-4E-97-subset for static lexica.

parameter was set to � = 0:5 (Equation 5.1).

PhoneRec mincount=2 Smoothed phone trees mincount=2
Prob. Pronunciation Prob. Pronunciation

0.24 dh ax n s eh l z 0.55 dh ax n s eh l v z
0.16 dh ax n s ow z 0.33 dh ax m s eh l v z
0.12 tcl t ax n s eh l dcl d z 0.04 dh ax n s eh l v s
0.12 dh ax n s eh l 0.02 dh ax n s eh l
0.12 dh ax m s ow z 0.02 dh ax n s ah l v z
0.08 tcl dh ax m s eh l z 0.02 dh ax m s eh l v s
0.08 dh ax n s eh l s 0.02 dh ax m s eh l
0.08 dh ax m s eh l z 0.02 d ax n s eh l v z

Figure 5.7: Pronunciations of themselves from smoothed and unsmoothed phone recognition

In a �rst experiment, I replaced the dictionary in the noway decoder with the
tree-based dictionary and decoded with the narrow pruning beam-width parameters (Ta-
ble 5.2: 7-hypothesis decoding). The Smoothed Trees dictionary outperformed both the
abbot 96 dictionary and the previous best phone-recognition dictionary, although not by
a statistically signi�cant margin.

The improved performance means that the new dictionary matched the acoustic
models better when the search was very restricted. Wider decoding beam-widths, however,
reduce the gain provided by the new dictionary, as seen by the 27-hypothesis (evaluation
quality) results in Table 5.2. This is not unexpected, as wider decoding beam-widths trans-
late into allowing the decoder more chances to guess at the right word. In this situation, the
acoustic models will (on average) be more likely to match the baseline dictionary pronun-
ciation, so the e�ect of adding new pronunciations is reduced. Another way to look at this
result is that the new dictionary is a closer match to the acoustic models, because reducing
the search space does not induce as great a reduction in performance.

5.3.4 Dictionary pruning

The Smoothed Trees dictionary described above increased the number of pronunci-
ations per word to 1.67 from abbot96's 1.10. This large rise in the number of pronunciations
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Lexicon Pruning Style % WER Timing

Baseline (abbot96) n/a 29.9 1.81� RT

Phone Recognition mincount=2, merged 29.2 9.93� RT

Smoothed Trees no pruning 28.9 6.69� RT

prune low ppron<0:1�pmax 29.5 2.50� RT
probability prons ppron<1:0�pmax 31.4 1.85� RT

Count-based pruning log count � =1.2 28.8 2.72� RT

+ Deleted Interpolation log count � =0.5 28.9 3.79� RT

Table 5.3: Word error rate on Hub-4E-97-subset for various pruning methods using narrow
(7-hypothesis) decoding parameters.

increased decoding time almost four-fold over the abbot96 dictionary (Figure 5.3). While
the decoding time of 6.69� real-time was better than the 9.93� real-time provided by the
best Phone Recognition dictionary, the long decode time was still devastating for the de-
velopment of the sprach 10� real-time system, particularly since the system was running
with a very narrow search. The next avenue of research was therefore to attempt to keep
the improvements of the new lexicon, while pruning unnecessary pronunciations from the
dictionary.

In order to reduce the decoding time, I investigated two dictionary pruning tech-
niques. In the traditional dictionary pruning scheme at ICSI, baseforms were removed
from the lexicon if they had a prior probability that was less than some fraction of pmax,
the prior probability of the most probable baseform for the word. While this signi�cantly
reduced decoding time, it also halved the gains from the new dictionary, even for low prun-
ing values (Table 5.3). Reducing the lexicon to a single baseform per word (pmax = 1:0)
also signi�cantly hurt performance with no corresponding speedup relative to the abbot96
baseline.

Since high-frequency words usually have more pronunciation variants in continuous
speech, I developed a new pruning technique based on the number of occurrences of the
word in the training data. In this second scheme, the maximum number of baseforms ni
for each word wi was determined by

ni = b� log10 count(wi)c+ 1 ; (5.4)

where � is a parameter that can be tuned to adjust the number of baseforms allowed. The
ni most likely baseforms for each word were included in the dictionary, with probabilities
rescaled to account for the probability mass of the removed pronunciations. As shown on
the count-based pruning line of Table 5.3, this method facilitated lower decoding times
(only 1.5 times that taken by the abbot96 dictionary) without any increase in word error
rate relative to the unpruned lexicon.

The above results used a lexicon that integrated the new pronunciations with the
abbot96 lexicon using even weighting (Equation 5.1). In order to determine if the even
weighting a�ected results, I reconstructed the lexicon using deleted interpolation [Jelinek
and Mercer, 1980] to set the parameters. In deleted interpolation, the smoothing parameter
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Dictionary WER (%) Decode time

Baseline (abbot96) 27.5 21.73 x RT

Smoothed Trees: no pruning 27.1 72.03 x RT

log count (sprach98) 26.9 33.07 x RT

Table 5.4: Word error rate on Hub-4E-97-subset for various pruning methods using full
(27-hypothesis) decoding parameters.

� is set based on the count of each word in the corpus; all words with similar frequency
in the training corpus share the same �. An excellent description of this algorithm can be
found in [Jelinek, 1997]. As the last line of Table 5.3 shows, the use of deleted interpolation
did not improve recognition results.

The results in Table 5.4 show that gains in both recognition performance and speed
provided by the log count pruning scheme carry over to the wider beam (27-hypothesis)
decoding condition. A lexicon pruned using this second scheme was therefore selected for
use in the sprach98 system. It is interesting to note that the increase in decoding times
over the baseline for the 27-hyp (wide-bandwidth) condition is almost identical to the 7-
hyp condition (3.3� for the unpruned lexicon, 1.5� for the log count dictionary). This
implies that the larger lexicon is not causing a larger fan-out in the search of the recognizer;
the increase in decode time is almost completely accounted for by the increase in stack
size.11 The improvements from this lexicon, while modest, were duplicated across test
sets (including the full 1997 Hub4 Evaluation, where the small di�erence is statistically
signi�cant) and with di�erent acoustic models.

5.3.5 Choosing pronunciations via con�dence scores

The lexicon pruning experiments showed that sub-selecting a good set of new
pronunciations from data is important for good performance, from both word error rate
and decoding time points of view. However, it is not clear that selecting the most likely
pronunciations is the best criterion for building a dictionary. In this section,12 I describe
an alternate technique for pronunciation selection based on the acoustic con�dence of the
pronunciations.

In the smoothed phone recognition paradigm, the dictionary is built from the
Viterbi alignment of a phone-based �nite state grammar (FSG) to the training set. This
means that a choice of the best pronunciation for a word is forced for every instance.
However, some matches may be better than others; an instance that is clearly pronounced
in a particular way is counted with the same weight in the new dictionary as an example
that may be modeled poorly. Moreover, if two pronunciations for an instance are close
(perhaps due to an acoustic model ambiguity), only the \better" pronunciation in
uences
the dictionary, since Viterbi is a winner-take-all strategy | the second-place pronunciation,

11Decode time increases roughly as the square of the number of hypotheses allowed.
12This section represents joint work with Gethin Williams. I am indebted to Williams for evaluating the

con�dence of all of the word pronunciations from the previous section in the 1997 Broadcast News training
set.
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even if close in the acoustic score, contributes nothing to the �nal model.

One way to describe the relative di�erences among models is to use an acoustic
con�dence score, which gives an estimate of model quality for a given segment of speech.
Williams [1999] describes a technique for computing acoustic con�dences for individual
phones and complete words using a neural network acoustic model. The multi-layer percep-
tron acoustic probability estimator used in the ICSI recognition system produces posterior
probabilities of the form P (qnk jX

n�c), where qnk is a phonetic state for phone type k at time
n, and Xn�c is the acoustic feature vectors centered at n with a context window of �c
frames.13 With the estimate of the posterior probabilities of phones, Williams de�nes a
normalized posterior probability con�dence score for a phone, given acoustics between start
time ns and end time ne:

nPP (qk; ns; ne) =
1

ne � ns

neX
n=ns

logP (qnk jX
n�c) (5.5)

This measure, the nPP score, is the duration-normalized log posterior probability for the
phone given the acoustic segment.

In order to evaluate con�dence for an entire word pronunciation, the nPP scores
must be combined in some fashion. Williams' experiments showed that the following algo-
rithm worked reasonably well:

1. Determine the pronunciation for the word wj = q1q2 : : : qL.

2. Given acoustics Xns:::ne , determine the best (Viterbi) alignment of q1 : : : qL, producing
a segmentation Xns1:::ne1 ; Xns2:::ne2 ; : : : XnsL:::neL .

3. Compute the normalized posterior probability for the word wj:

nPPw(wj ; ns; ne) =
1

L

LX
l=1

nPP (ql; nsl; nel): (5.6)

Note that the nPPw function requires three arguments: a word pronunciation wj ,
and the start and end times of the associated acoustics. To compute the con�dence of all
of the pronunciations of word w, one must determine where the instances of w are located
in the corpus. Thus, the following algorithm was used to determine average con�dence for
all pronunciations of the word w:

1. For all instances 1 : : : I of word w in the training set (wi):

(a) Determine ns and ne for wi through forced Viterbi alignment.

(b) For each pronunciation pj of w:

Conf(pj) = Conf(pj) + nPPw(pj; ns; ne)

13The RNN used by Williams computes a similar probability, estimating P (qnk jX
1::n); the only di�erence

with the quantity estimated by the MLP is the length of the acoustic context used to estimate the probability
of qnk .
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Dictionary WER (%) Decode time

Baseline (abbot96) 27.5 21.73 x RT

Smoothed Trees: frequency log count (sprach98) 26.9 33.07 x RT

con�dence log count 26.6 30.45 x RT

Table 5.5: Word error rate on Hub-4E-97-subset by method of pronunciation selection,
using full (27-hypothesis) decoding parameters.

2. For each pronunciation pj of w:

AvgConf(pj) =
Conf(pj)

I

Using this word acoustic con�dence, we could then re-rank pronunciation alter-
natives for each word by the average con�dence of the alternatives in the 1997 Broadcast
News training corpus. The ranking a�ected only the selection of which alternatives should
be included in the model. The pronunciation probabilities, on the other hand, were deter-
mined as before by the Viterbi counts in the corpus. We did not adjust the � parameter
that dictated the log scaling of the corpus counts.

Compared to the sprach98 dictionary, di�erent pronunciations were chosen in
the con�dence-based dictionary for 3343 of the words. I scanned the di�erences in pro-
nunciation between the two dictionaries; the con�dence-based pronunciations made sense
linguistically slightly more often, although it was often di�cult to judge which pronunciation
was \correct."

Table 5.5 shows that con�dence-based selection of pronunciation alternatives gives
a slight boost in performance over the frequency-based method. In addition, decoding was
also slightly faster than in the previous experiment, indicating perhaps that the improved
dictionary model better matched the acoustic model.

Acoustic con�dence is a very promising alternative metric for determining the
pronunciations used in a system dictionary. This technique moves away from the winner-
take-all strategy employed previously and appears to perform slightly better at the selection
task, even without optimizing the log-scaling selection parameter. On the other hand, it is
relatively expensive to compute (one must evaluate every pronunciation for every instance
of the word). The computational expense, in addition to the comparative lateness of the
introduction of this technique into the research paradigm, prohibited using con�dence-based
evaluation in most of the later experiments described in the thesis. In future experiments,
however, I hope to employ con�dence measures more thoroughly in pronunciation learning.

5.3.6 Including more training data and better acoustic models

Development of an automatically learned pronunciation model is, of course, de-
pendent on the acoustic model used to generate the pronunciations.This section details
experiments testing the robustness of the new static dictionaries to changes in acoustic
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models and decoders, and then examines the e�ect of retraining the pronunciation model
using pronunciation data generated by improved acoustic models.

During the period of rapid system development for the 1998 Broadcast News eval-
uation, the sprach team produced new acoustic models almost daily. Two options were
available for developing new pronunciation models: either �xing the acoustic model at some
stable point, or always using the best available model at the time. The former option (which
I favored for these experiments) facilitates comparisons across changes in the pronunciation
modeling technique, while the latter reduces the mismatch between the pronunciation model
and the ever-changing acoustic models.

Holding the acoustic model constant does increase the danger that the learned
dictionary is tuned to the particular probability estimator and therefore will not work when
used with improved models. In this section, I describe experiments conducted with up-
dated acoustic models to ascertain whether the modest performance increase from the new
pronunciation dictionary is independent of the acoustic model. I also consider the e�ect of
retraining the pronunciation model using the new acoustic model, along with a larger train-
ing set size | the original dictionary was trained using only half of the available Broadcast
News training data. Third, since the phone recognition I used for training samples was
provided by the noway decoder, it remained to be seen whether switching to a di�erent
decoder would a�ect results. During the sprach system development, the chronos \time-
�rst search" decoder became available from our partners at SoftSound Limited [Robinson
and Christie, 1998];14 I compared results from the two decoders in hopes that the pronun-
ciation models would be robust to the di�erent search strategies in each decoder.15

Pronunciation and acoustic models

As described in the initial experiments of the previous sections, I used an acous-
tic model from an intermediate stage in the sprach system's development. I combined
the 1997 abbot PLP-based recurrent neural network (RNN) context-independent phone
classi�er with a 4,000 hidden unit multi-layer perceptron (MLP)using modulation-�ltered
spectrogram (MSG) features. Both networks were trained only on the 1997 BN training
data. For these experiments, I will refer to this combined acoustic model as A-Model I.
To build the dictionary for the sprach system, I used A-Model I to generate a smoothed
phone transcript on the 100-hour 1997 BN training set.

After the 1998 evaluation, I retrained the pronunciation models using an improved
acoustic model (A-Model II) that combined a PLP-based RNN (trained only on the 1997
data), and two 8,000 hidden unit MLPs, trained on PLP and MSG features calculated
for the full 200 hour training set, respectively. All 200 hours of the 1997 and 1998 BN

14We have used two di�erent decoders in our experiments because the chronos decoder is an order of
magnitude faster than noway, but has the shortcoming of producing only a single best hypothesis, not
the lattice of hypotheses required for the dynamic dictionary recognition experiments in the next chapter.
The chronos decoder tends to outperform noway by a few tenths of a percent (WER) with the particular
parameter settings we are using, although this is not consistent.

15It is not obvious that improvements in pronunciation models would be consistent across decoders, be-
cause chronos orders its search di�erently than noway and has di�erent pruning methods, so adding new
pronunciations could a�ect recognition performance by altering the search space.
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Acoustic Model/Decoder
A-Model I A-Model II

Dictionary noway chronos noway chronos

abbot96 (baseline) 27.5 27.5 24.2 24.0

sprach98 (BN97 training) 26.9 27.2 23.7 23.4

BN97+98 training 26.9 26.7 23.5 23.2

Table 5.6: Word error rates for Hub4E-97-subset with varied dictionaries, acoustic models,
and decoders

training sets were transcribed using the smooth phone recognition procedure; the resulting
dictionary is labeled \BN97+98 training" in these studies.

Experimental results

Table 5.6 describes the results of varying the three major parameters in these
experiments: three di�erent dictionaries, two acoustic models, and two decoders. In general,
A-Model II has about a 3.5% absolute lower word error rate than A-Model I. Comparing
the sprach98 dictionary to the abbot96 dictionary, we see that the change in acoustic
models makes no di�erence in the improvement between A-Model I and II in most cases (0.5-
0.6%). Changing the decoder also makes very little di�erence in the results; one can see that
modifying the dictionary does change the search space somewhat (cf. the di�erence between
abbot96 and sprach98 for noway and chronos with A-Model I), but the sprach98
dictionary does improve recognition in all cases.

Thus, the automatically derived dictionary is at least somewhat independent of the
acoustic models from which it was derived; one does not have to retrain the pronunciation
models every time the acoustic models are changed. Nonetheless, the dictionaries probably
still depend on the corpus and overall recognition system.

Doubling the amount of pronunciation training data had only a small e�ect on
performance. Comparing the last row of Table 5.6 (BN97+98 training) to the sprach98
results shows only a 0.2% absolute gain with A-Model II. The results for A-Model I are
less clear; there was no improvement with noway, while the chronos numbers improved
to make up for the poorer performance of the sprach98 dictionary in that condition. This
is not surprising, since the BN97+98 training data were generated with A-Model II, so a
dictionary constructed from that data should match A-Model II better. All of these gains
are under the statistical signi�cance margin, so all that can be concluded is that there is no
great e�ect from increasing the training data. However, the BN97+98 dictionary is the best
in all conditions, so it became the default dictionary in the ICSI BN recognition system.

I decoded the full 1997 Hub4E evaluation set with these three dictionaries (using
chronos and A-Model II) (Table 5.7), and found that the improvement pattern for the full
set closely resembled that for the subset, with BN97+98 only just edging out sprach98.
The improvement of the BN97+98 system over the abbot96 dictionary is signi�cant at
p < 0:02; sprach98's results are signi�cant at p < 0:05.
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Focus Conditions

Dictionary Overall F0 F1 F2 F3 F4 F5 FX

abbot96 (baseline) 23.0 14.6 24.4 31.8 31.3 27.0 22.9 35.4

sprach98 (BN97 training) 22.4 14.2 23.6 31.4 30.7 25.3 23.2 35.1

BN97+98 training 22.3 14.2 23.6 30.9 31.3 25.1 22.4 35.1

Table 5.7: Word error rates for Hub4E-97, using A-Model II and the chronos decoder.
The focus conditions for Broadcast News include Planned Studio Speech (F0), Spontaneous
Studio Speech (F1), Speech Over Telephone Channels (F2), Speech in the Presence of
Background Music (F3), Speech Under Degraded Acoustic Conditions (F4), Speech from
Non-Native Speakers (F5), All Other Speech (FX).

I also determined the focus conditions for which improvements were shown in the
full evaluation set. Comparing abbot96 to BN97+98, we see decreases in word error rate in
almost every category (except F3, speech with background music), leading to a signi�cant
improvement overall. Most of this gain was obtained from training with the �rst half of the
data; between sprach98 and BN97+98, no di�erence in error rate was seen in the planned
and spontaneous studio focus conditions (F0 and F1), from which the majority of the test
data is drawn.16

Automatically derived models, one must remember, capture various sources of
variation in acoustic models. The primary reason to build a new dictionary is to capture
linguistic variability, such as the [n]/[m] alternation in themselves illustrated in Figure 5.7.
One would expect that more casual speaking conditions (e.g., focus condition F1) would
bene�t most from the new dictionary. However, the dictionary learning algorithm also
captures changes in acoustic model output due to channel conditions. Both new dictionaries
(Table 5.7) improve results in F2 and F4 (telephone speech and degraded acoustics).17

In summary, both derived dictionaries improved word error rate in almost all
focus conditions, not just ones that were marked for casual speech. Most of the bene�t of
dictionary learning was from the �rst 100 hours of training; the additional training data
used to train BN97+98 improved the recognition of non-primary focus conditions (F2-FX)
slightly, and the primary conditions F0 and F1 not at all.

5.4 Do probabilities matter?

The best static dictionary produced in this line of research (in terms of joint error-
rate and speed performance) was built by adding a pruned set of automatically generated
pronunciations to the baseline dictionary. Pruning is an engineering-oriented operation on
a statistical model; in essence, pruning a pronunciation means that one believes that it
has zero probability of occurring. This runs counter to general statistical practices: for
instance, in n-gram language modeling, much e�ort has gone into �nding ways to estimate

16The word sequences provided by each system were not identical even though the word error rates were
similar; for example, the \error rate" of BN97+98 when scored against the sprach98 results was 3.6%.

17The BN97+98 gain in F2 is not signi�cant, while F4 is signi�cant at p < 0:05.
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Standard Quantized &
Dictionary probs Probs=1 Quantized removed infrequent

abbot96 (baseline) 24.0 24.4 24.4 24.4

sprach98 (BN97 training) 23.4 27.2 24.0 24.1

BN97+98 training 23.2 27.0 23.5 23.6

Table 5.8: E�ects of removing pronunciation probabilities on word error rates for Hub4E-
97-subset (decoded with chronos and A-Model II).

low-probability events using backo� schemes like Good-Turing discounting [Good, 1953;
Katz, 1987].18

It is reasonable to ask whether the gains from the pruned static lexicon are mainly
due to model selection, or whether the probabilities of the pronunciations play a role in
determining performance. This hypothesis can be tested by setting all of the pronunciation
probabilities for a word equally, and then evaluating the recognition performance. The
result of this experiment is dependent on the decoder parameters; some decoders weight
the pronunciation model more heavily by scaling probabilities by an exponential factor.
In the noway and chronos decoders, the pronunciation model is given roughly the same
weight as the language model.

The decoding strategy of the recognizer will also a�ect results. In a Viterbi decoder
(one that �nds the best path at every time point and eliminates all others), one should set all
pronunciation probabilities to 1, since each pronunciation is e�ectively treated as a separate
word by the decoder. In a full-forward probability decoder, path probabilities are summed
across pronunciations at the end of a word, so it is more appropriate to set the priors of
the n pronunciations of each word to 1

n
so that words with more baseforms do not get extra

weight in decoding.

For a �rst experiment, I took the abbot96, sprach98, and BN97+98 dictionaries
and stripped out the pronunciation priors, replacing them with a probability of 1 (since
noway and chronos are both Viterbi-based decoders). I then recognized the Hub4E-97
test subset with all of the new dictionaries, decoding with chronos; A-Model II provided
the acoustic probabilities. The results (shown in Table 5.8: Probs=1 column) indicate that
removing probabilities severely degrades performance in the new dictionaries while only
slightly a�ecting performance of the abbot96 dictionary.19

If one examines the distribution of pronunciation probabilities in the dictionaries
(Figure 5.8), the reason for the disparate dictionary results becomes clear. 80% of the pro-
nunciation models in the abbot96 dictionary, corresponding to 91% of the words, have a
probability of 1.0, i.e., most words have a single pronunciations. However, many fewer pro-
nunciations in the automatically derived dictionaries have such high probability | several

18In any case, the language model developer must decide which words to include in the model; thus, some
pruning goes on in this domain as well.

19Similar results were seen with the noway decoder. When A-Model I was used for decoding, a similar
pattern was seen for the abbot96 and BN97+98 dictionaries; however, the sprach98 models improved from
27.2% word error to 26.7%. There does seem to be some interaction between quality of the acoustic models
and this phenomenon, although it is di�cult to say why this is so.
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Figure 5.8: The histogram distribution of pronunciation probabilities in the three
dictionaries.

other peaks in the distribution appear at much lower probabilities (0.5 for sprach98, and
0.25, 0.5, and 0.75 for BN97+98) due to the dictionary averaging scheme. Thus, it is not
surprising that setting all probabilities to 1.0 had a disastrous e�ect on recognition results
with these lexica.

One possible explanation for the large increase in error with the derived dictio-
naries is that greatly increasing the probability of very unlikely pronunciations devastated
recognition performance. In order to reduce the in
uence of low-probability baseforms, I
quantized the pronunciations in the following manner: all dictionary forms that had a prob-
ability of less than 0.1 in the original lexicon were set to a probability of 0.01. All other
pronunciations received a weighting of 1.0. As the \Quantized" column in Table 5.8 shows,
downgrading the in
uence of low probability baseforms almost completely compensated for
the previous increase in error rate. Removing those infrequent pronunciations from the
dictionary did not a�ect error rates greatly (\Quantized and removed infrequent" column).
From these results, it appears that probabilities are important for determining the appro-
priate pronunciations in the very broad sense of model selection and to discourage use of
infrequently seen pronunciations in the decoder, but the exact values of probabilities are
not critical. These results therefore imply that carefully re�ning probabilities with more ac-
curate statistical models will likely lead to small improvements in performance. This result
is not conclusive | because of the scaling factor between the acoustic model and language
model used in most recognizers, it is also possible that �ner-graded probabilities are useful
only within a certain range of scaling factors. It may also be the case that improvements
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in the pronunciation model will show up only after a large improvement in another part of
the system (e.g., in the acoustic model).

5.5 Con�dence-based evaluation of novel word pronuncia-

tions
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Figure 5.9: Constructing pronunciations from letter-to-phone trees.

Speech recognition systems are usually built to handle a bounded vocabulary (a
typical limit is 65,000 words, so that word indices can be encoded as a 16-bit short integer).
Thus, system designers must choose what vocabulary to represent for the task at hand, using
criteria such as out-of-vocabulary rates on independent data representative of the target
domain. In the Broadcast News domain, news stories come and go; as the system progresses
from year to year, it must take new words into account. The 1998 sprach Broadcast
News system, for instance, needed representations for 7,000 new words like Lewinsky and
Tamagotchi due to new subjects in the news.
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For the pronunciation modeler, new words in the vocabulary mean new baseforms
are needed in the dictionary. The techniques discussed in the previous sections provide new
baseforms only for words for which we already had a baseline representation: because of
the mapping component of the smooth phone recognition models, the automatic learning
system requires a forced-Viterbi alignment from the baseline dictionary. One could provide
phonetic transcriptions for all of the words by hand, but this method produces results that
are not self-consistent, or not consistent with the other pronunciations in the dictionary,
due to the frailties of human transcribers. Also, in the sprach98 case, we had only a two-
week period to create the 7,000 new pronunciations; modeling these words by hand in that
short time period was infeasible. In this section, I discuss extensions to the smooth phone
recognition algorithm that allow for generation of pronunciations for novel words in a short
amount of time.

The problem of text-to-phone generation has been explored extensively in the
literature. The approach most systems employ is to �nd a statistical mapping between a
letter and a phoneme given the context of the letter,20 a process very similar to the phone
trees described in this chapter. Decision trees [Lucassen and Mercer, 1984; Jiang et al., 1997;
Ngan et al., 1998; Kuhn et al., 1998] and neural networks [Sejnowski and Rosenberg, 1987;
Adamson and Damper, 1996] have been popular tools for this task, although Boltzmann
machines [Deshmukh et al., 1997], Hidden Markov Models [Par�tt and Sharman, 1991],
and n-gram based rules [Fisher, 1999] have also been utilized. All of these systems are very
similar in behavior and bear similarities to the model described in this section.

Lucassen and Mercer [1984] describe interfacing letter-to-phone (LTP) rules with
a phone recognizer to determine new pronunciations for words. This provides two sets
of constraints on pronunciations: the orthography and recorded exemplars of the words.
Lucassen and Mercer claim that

The two parts of the system complement each other. The phoneme recognizer
generally gets vowels correct but has trouble with consonants while the spelling-
to-baseform channel model generally gets consonants correct but has trouble
with vowels. [page 42.5.3]

The algorithm developed here uses a similar technique. In the �rst phase of training, the
letters in the baseline dictionary (abbot96) are aligned to phones using a Hidden Markov
Model.21 As a �rst guess, the HMM maps each letter in the dictionary to one phone. These
mappings are re-estimated using the Expectation-Maximization (EM) algorithm [Dempster
et al., 1977] until the labels converge (i.e., mappings do not change between one step of the
algorithm and the next).22

Once the correspondences between letters and phones were determined, I trained
decision trees on the mapped dictionary. I split the dictionary into a training set (90%) and

20This is in comparison with writing a large compendium of letter-to-sound rules by hand, as was done
by Allen et al. [1987] in the MITalk (later DECtalk) system.

21Thanks to Tony Robinson and SoftSound Ltd. for providing the pronAlign HMM software.
22Descriptions of the EM algorithm and its applications to HMMs can be found in Rabiner [1989] and

Jelinek [1997].
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a test set (10%). For every letter of the alphabet, I trained a d-tree to predict the mapped
phone given the three letters to the left and right (giving a total context window of seven
letters). Each word was treated in isolation (i.e., not in the context of other words); context
windows that occurred on the boundaries of words were padded with spaces. For example,
if the pattern in Figure 5.9 were used in training, the three left phones for the initial \b"
would be spaces.

Once trees are grown, it is easy to see by analogy to the smoothed phone recogni-
tion how the letter-to-phone rules are employed (Figure 5.9). Given a set of letter-to-sound
trees, it was then possible to construct a (bushy) pronunciation graph for each novel word.
The best pronunciation for the word can be found by a simple lattice search, but having a
recorded example can improve models quite a bit (as Lucassen and Mercer found). When
such an example is available, the pronunciation graph is aligned to the waveform using the
�nite state grammar decoder.23 The matching of the pronunciation graph to the acoustic
models is the critical component of this technique; using a text-to-speech system that does
not incorporate information from acoustic models would likely produce pronunciations with
di�erent properties than those in the baseline dictionary.

For the new pronunciations needed by the 1998 sprach system, I built letter-to-
phone trees from the abbot96 dictionary. Recordings were made of all 7,000 novel words;
these were aligned against �nite state grammars constructed from the orthography of the
new words. Using the recorded words, I also computed a normalized posterior con�dence
score (nPPw) for each word. These con�dence scores were critical for evaluation of the
new pronunciations: most of the words were proper nouns (and a large subset of these
were foreign words); these words have a higher variance in the relationship between spelling
and pronunciation than the common nouns that dominated the LTP training set. The
pronunciations produced by the procedure were far from perfect as a group; however, spot
checks of the high-con�dence novel baseforms showed them to be more reliable than the
low-con�dence ones.24 Therefore, hand-correction e�orts were focused on lower-con�dence
pronunciations.

With my hand-correction e�orts, it appeared to me that most of the low-con�dence
(and poorly modeled) words were of foreign origin. Improvements to the model could be
e�ected by including more proper names in the training dictionary (as is done by Ngan et al.
[1998]), as well as a mixture model where the etymological origin of the word is identi�ed as
a feature (e.g., Tamagotchi is Japanese, Pagnozzi would be marked Italian, and Ovsyannikov
could have a Slavic marker). Identifying language source, however, could be as di�cult as
the pronunciation generation problem itself.

Since the goal of this small project was to quickly produce a large number of
new pronunciations for the sprach system, I did not evaluate this paradigm in any of the
standard ways (e.g., testing on some held-out portion of a known dictionary). Rather, the
point here is that the stream-transformation paradigm is 
exible and modular enough that
implementation of a letter-to-phone system required only a small amount of e�ort. While the
system does not produce perfect results, con�dence scores produced by alignment against

23The baseline pronunciations were used in the graph-building procedure for words already in the
dictionary.

24The con�dence measures also isolated occurrences of misrecordings, improving quality control.
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recorded acoustics greatly reduced dictionary development time.

5.6 Summary

This chapter explained the design of static dictionaries for use in our �rst-pass rec-
ognizers, noway and chronos. The work presented here represents an improved baseline
for comparison against dynamic modeling techniques in the next chapter. A second goal of
the studies presented here was to extend the dictionary from the abbot96 Broadcast News
system for use in the 1998 DARPA Broadcast News evaluation.

The initial experiments presented in this chapter extended the abbot96 baseline
dictionary by allowing a phone recognizer to suggest new pronunciations. Replacing the
baseline pronunciations with these new models increased errors signi�cantly | a 9 to 17%
relative increase depending on how many training examples of a new pronunciation were
necessary before inclusion in the dictionary. Merging new phone recognition pronunciations
with the original abbot96 dictionary helped to decrease the in
uence of poorly modeled
pronunciations, improving recognition by about 2% relative over the baseline. The added
constraints of dictionary smoothing are important for suppressing spurious pronunciations
produced by the automatic learning technique.

Pronunciation dictionaries generated by phone recognition had the drawback of
vastly increasing decoding time, which created problems for the sprach project's desire to
compete in the DARPA evaluation, which stipulated a 10� real-time condition. Smoothed
phone recognition techniques provided more constraints on new pronunciations by using
the statistics of the entire corpus to guide transcription. This technique improved word
error results slightly over the phone recognition dictionary, while recognition was almost
50% faster than when using the phone recognition dictionary. Further increases in speed
were achieved using a log-based pruning algorithm (265% faster than the phone recognition
dictionary, 146% faster than the unpruned smooth phone recognition dictionary) without
sacri�cing the error rate improvements of the unpruned dictionary. Appropriate pronunci-
ation selection, by means of the log count pruning algorithm, was the key to achieving this
result.

It is important, therefore, not only to generate a set of new pronunciations, but
also to carefully select models to maximize both speed and recognition performance. Con-
�dence measures can play an important part in this selection process by improving model
selection, as the experiments with pronunciation con�dence score pruning showed. Acoustic
con�dence scores also facilitated validation of pronunciations for novel words generated by
letter-to-phone trees. The 
exibility of the pronunciation learning paradigm allowed gen-
eration of 7,000 new baseforms in about two weeks; con�dence scores directed hand-tuning
e�orts, greatly reducing the amount of time needed to produce the new pronunciations.

The new static dictionaries were derived using a particular set of acoustic models;
it seemed possible that the gains developed on the subset of the 1997 Hub-4 evaluation
test set would not carry over to other decoding conditions. Fortunately, it appears that the
automatically learned static dictionaries are robust to changes in acoustic models, decoders,
and test sets; if this were not the case, then the lexicon would have to be retrained with
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every new acoustic model.

Unfortunately, experiments with doubling the amount of training data did not
prove fruitful. The modest improvements may result from the fact that the actual values of
the pronunciation probabilities mean very little; in the studies conducted here, probabilities
on pronunciation models appear to be most important for model selection. As long as
low-probability baseforms are not over-emphasized, setting all probabilities equal harms
recognition only slightly.

In sum, the two critical components for building a new dictionary automatically
are a method for constraining suggestions of pronunciations from the acoustic models, and
a selection criterion for choosing the appropriate models. Here, we used phonetic context to
provide constraints on phone recognition; probability and con�dence measures were used for
selection criteria. In the next chapter, the concept of context is expanded to include features
describing words, syllables, speaking rate, and duration, and the selection criteria will
become dynamic, allowing pronunciation models to change during recognition dependent
on these variables.
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Chapter 6

Dynamic Dictionaries
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6.1 Introduction

In the previous chapter, we saw that using context to constrain pronunciation
variations suggested automatically by the speech recognition system allowed for better static
dictionaries. The primary purpose of these contextual models was to facilitate baseform
selection. In this chapter, I hypothesize that if the choice of appropriate pronunciations is
made dynamically (i.e., the model is allowed to change with context, even cross-word), then
recognition performance may improve.
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The de�nition of context is also expanded in this chapter. In the previous chapter,
I used information about neighboring phones to determine smoothed phone recognition
mappings. However, the contextual in
uence on phonetic realizations reaches beyond the
surrounding phones. In Chapter 3, I demonstrated that pronunciations in the Switchboard
corpus depend heavily on other factors in addition to phonetic context. In particular, the
frequency of a word in
uences the extent to which reduction processes are correlated with
speaking rate: more frequent words have more variation at high rates of speech. Syllabic
structure also plays an important part in determining which phones are more likely to vary;
coda consonants are much more likely to be non-canonical than onset consonants.

The in
uence of syllables and words in these studies suggest that an orientation
toward larger linguistic units (as opposed to phones) may prove bene�cial in pronunciation
modeling. This is easy to implement in our paradigm; instead of d-trees modeling one phone
each, they can model one syllable or one word each. One can integrate di�erent forms of
context into syllable or word trees than in phone trees. For example, because phones can
occur in so many di�erent words, in phone trees the identity of a neighboring word (as
opposed to a neighboring phone) will probably not have much e�ect on the pronunciation
of the phone overall, whereas the co-occurrence of two words may have a profound in
uence
on the pronunciation.

In this chapter, I will examine ways of incorporating long-range context into pre-
diction of changes in the pronunciation of syllables and words. Section 6.2 describes how
decision trees can be used to model words and syllables and how these d-tree models are
employed to rescore potential word sequences postulated by the recognizer. The following
section introduces the phone-based rescoring model developed at the 1996 Johns Hopkins
Summer Research Workshop, describing results on the Switchboard corpus. In Section 6.4,
I present descriptions of the additional context features used to model pronunciations on
the Broadcast News corpus. Several methods of model evaluation are described in the
subsequent section, followed by a summary of experiments using dynamic pronunciation
models.

6.2 Rescoring with dynamic dictionaries

In Chapter 2, I laid out the mathematical motivation for a dynamic pronunciation
model based on stream transformations. In a static model, PP (BjM), the baseform pro-
nunciations for word i, are �xed | i.e., they depend only on the distributions PP (bijmi)
(Equation 2.13). The dynamic pronunciation model PDP (QjB;M;R;LM; : : :) allows the
baseform pronunciations to vary based on more information than just the word being mod-
eled, in this case word context (M), speaking rate (R), language model probabilities (LM),
and possibly other features. This section describes how these features are incorporated into
the d-tree models of Chapter 5, and how these models are employed during recognition.
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6.2.1 Incorporation of extra features into dynamic trees

Changing the model PDP (QjB;M; : : :) to have a dependence on additional factors
requires including these factors in the training data of the decision trees. For categorical
features such as the identity of neighboring words, one can just add extra attributes to the
input data, as described in Section 5.3.1. Real-valued attributes can be pre-quantized (e.g.,
speaking rate can be quantized into slow, medium, and fast); however, determining the
dividing points between these categories a priori may not reveal the best possible divisions
for capturing pronunciation variation.

The IND decision tree package [Buntine, 1992] has the ability to �nd the optimal
dividing point of real-valued attributes automatically. The algorithm is a simple extension
of the categorical partitioning scheme. Training samples are sorted by the attribute value
fj, giving a sequence of examples (e1 : : : en); for every neighboring pair (ei, ei+1), a cuto�
ci is de�ned to give the partitioning question

Qj;ci = (fj(e) < ci); ci =
fj(ei) + fj(ei+1)

2
; (6.1)

similar to the categorical question Qj;S in Section 5.3.1. These new questions can be em-
ployed in the decision tree search algorithm (Equation 5.2). In practice, the space of possible
cuto�s is subsampled in order to reduce the number of possible questions.

6.2.2 N-best rescoring as smoothed phone recognition

Once decision trees have been constructed, employing them in a rescoring paradigm
is very similar to the smooth phone recognition process. A second recognition pass for the
dynamic rescoring of hypotheses is necessary because in a dynamic pronunciation model,
the pronunciation of each word or syllable depends on both previous and subsequent words
and baseforms. In the �rst pass of decoding, it is expensive to evaluate the pronunciation
of a word based on some feature of the following word, due to the time-synchronous nature
of sentence processing in many decoders | earlier words in the hypothesis (word sequence)
are �xed before later words. One can re-evaluate previously decoded words (e.g., the penul-
timate word in a current hypothesis) online with a dynamic pronunciation model, although
this can cause a large increase in processing time due to a signi�cant augmentation of the
search space.

To get around this limitation, one can compute a list of the n top hypotheses
suggested by the recognizer, and then re-rank them according to some criterion. This
permits the dynamic evaluation of a word's pronunciation within the context of both the
previous and subsequent words. In the system used at ICSI (Figure 6.1), the noway �rst-
pass stack decoder [Renals and Hochberg, 1995a] outputs a hypothesis lattice. This lattice is
a word graph where vertices of the graph correspond to particular time points; edges in the
graph correspond to a word that starts at the time of the �rst vertex and ends at the second
vertex. Each edge is also annotated with the word's acoustic likelihood, the pronunciation
variant used, and the pronunciation model prior. This graph can be converted into an
n-best list by a separate decoder (not shown) that takes the language model into account.
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{    speaking rate: 4.5 syl/sec
    context: "book was a"
word: was
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a good looking cast

a good looking cast

Figure 6.1: The dynamic pronunciation rescoring paradigm.
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This n-best rescoring process has the advantage that the smoothed phone recog-
nition software (Section 5.3.2) can be reutilized for this task. Every hypothesis h sug-
gested by the recognizer has an acoustic score A(h) = log PA+P (Xjh) (the probability
of acoustics given the hypothesis) associated with it, as well as a language model score
L(h) = log PL(h).

1 In rescoring with the d-trees, the hypothesis is turned into a �nite
state grammar and aligned against the test acoustics. The acoustic model score from this
realignment, Adyn(h), is retained and combined with the language model score to give a
new probability for the hypothesis:

logP (h;X) = Adyn(h) + L(h): (6.2)

For smoothing purposes, one can also interpolate old and new acoustic model scores, using

logP (h;X) = �Adyn(h) + (1� �)A(h) + L(h): (6.3)

With these new estimates of utterance probabilities, the hypothesis satisfying
argmax

h

P (h;X) can be returned as the best guess of the decoder.

6.2.3 Extending to lattice decoding

Rescoring n-best lists also has a disadvantage: hypotheses within the list often
di�er by only a few words, so for very long utterances (of 100 words or more) rescoring n-best
lists will possibly make very little di�erence in the �nal recognition error rate. Furthermore,
in the �rst-pass search, early choices in the hypothesis search can a�ect which words are
selected later in the word sequence through the in
uence of the language model. If a new
pronunciation model selects a di�erent set of initial words, it would be advantageous to
incorporate this fact into the hypothesis search.

A middle ground between n-best decoding and full �rst-pass decoding is to operate
directly on the lattices. This still requires the decoding structure found in a �rst-pass
recognizer, but limits the search space by allowing searching only along paths in the lattice.
The lattice, in essence, becomes a �nite state grammar that guides the search,2 providing
additional constraints to the n-gram grammar.

In order to understand how a dynamic pronunciation model can be used in a
lattice decoder, it is instructive to highlight the di�erences between a normal decoder and
a dynamic pronunciation lattice decoder. The basic search strategy for noway is shown in
Figure 6.2; I have stripped away most of the bells and whistles that make noway e�cient
for �rst-pass decoding, such as the least-upper-bound calculation for the A� search [Renals
and Hochberg, 1995b] and the tree-based acoustic score calculations.3 noway is a time-

1See Section 2.1, page 11 for a description of the probabilistic models used in ASR.
2The recognition system at AT&T [Mohri et al., 1998], in fact, treats lattices and n-gram grammars

as FSGs; the intersection of these grammars provides a weighted lattice, where n-gram probabilities are
imposed on the lattice structure. Pronunciation models and acoustic models can also be viewed as FSGs,
so that one can completely decode utterances via the operations of FSG intersection and a best-path search
through a weighted FSG.

3Using the noway libraries, I created a lattice decoder with this algorithmic structure (called nohow)
as a �rst step toward building the dynamic pronunciation lattice decoder.
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� Initialize stack S0 with the null hypothesis (h = ())

� For time t = 0 to n-1

{ While St is not empty

� Pop hypothesis h from St

� For all words w s.t. start(w) = t

� Let hnew=h+ w

� Set score(hnew) = score(h) + AcousticScore(w) + LanguageModel(wjh)

� Push hnew onto stack Send(w)

� While Sn is not empty

{ Pop hypothesis h from Sn

{ Let hnew=h+ end of utterance

{ Set score(hnew) = score(h) + LanguageModel(end of utterancejh)

{ Push hnew onto stack Sfinal

� Pop best hypothesis from stack Sfinal

Figure 6.2: The noway stack management algorithm for processing utterances from time
1 to n [Renals and Hochberg, 1995a].
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� Initialize stack S0 with the null hypothesis (h = ())

� For time t = 0 to n-1

{ While St is not empty

� Pop hypothesis h = (h1; h2; : : : ; hm) from St

� For all words w s.t. start(w) = t

� Let hnew=h+ w

� Let hold = (h1 : : :hm�1)

� Set score(hnew) = score(hold) +
DynamicScore(hmjhm�1;w) + LanguageModel(hmjhold) +
AcousticScore(w) + LanguageModel(wjh)

� Push hnew onto stack Send(w)

� While Sn is not empty

{ Pop hypothesis h = (h1; h2; : : : ; hm) from Sn

{ Let hnew=h+ end of utterance

{ Let hold = (h1 : : :hm�1)

{ Set score(hnew) = score(hold) +
DynamicScore(hmjhm�1;w) + LanguageModel(hmjhold) +
LanguageModel(end of utterancejh)

{ Push hnew onto stack Sfinal

� Pop best hypothesis from stack Sfinal

Figure 6.3: The jos�e stack management algorithm. Di�erences from the noway algorithm
that allow for dynamic rescoring of the penultimate word in hypotheses are highlighted in
boldface.
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synchronous stack-based decoder; in plain English, this means that partial hypotheses (time-
aligned strings of words with probabilities) that end at the (discrete) time t are kept in a
stack4 associated with time t. Each stack St is ordered by the hypothesis path probability
P (ht1;X

t
1), corresponding to the acoustic and language model scores of the partial hypothesis

up to time t. To start decoding, the �rst stack (S0) is initialized with a hypothesis containing
no words and probability 1. Then, for every time step t, the hypotheses in St are extended by
single words starting at time t. In lattice decoding, this corresponds to extending hypotheses
with all of the words in the lattice that start at time t.5 Each extension is �led into a stack
corresponding to the end time of the new partial hypothesis; the new score for the extension
is the sum of the score for the unextended hypothesis, the acoustic score for the extended
word (found in the lattice), and the language model score for the word given the previous
hypothesis.6 When the end of the utterance is reached (time n), a separate check for end
of utterance probability is done, and the best hypothesis after this check is output.

The critical di�erence in the implementation of the dynamic pronunciation model
is how the acoustic scores for words are calculated. Figure 6.3 shows the search algorithm
internal to jos�e,7 an acoustic-rescoring lattice decoder created for this purpose. Hypotheses
are created by the same extension procedure as in noway: when a new hypothesis is created,
each word w is added in to the hypothesis with the pre-computed acoustic score from the
lattice. The penultimate word is then rescored with the new pronunciation model, using
the neighboring words (and other features) to determine new pronunciations. The new
dynamically derived score replaces the original acoustic score provided by the lattice.

The rescoring procedure does introduce possible inaccuracies into the search, par-
ticularly when the search is pruned. There are two separate pruning methods for noway-
style search algorithms. The primary strategy is to limit the stack depth, so that only a
certain number of hypotheses can end at any particular time. Any new hypotheses that
score worse than the top n in the stack are not inserted. In addition, a beam-width can be
used to prune any extensions that are worse than the best hypothesis by some factor. Since
these pruning cuto�s are implemented in jos�e using the lattice acoustic scores from noway,
rather than the dynamically derived scores, it is possible that the best dynamic-dictionary
hypothesis is pruned too early in the search. In practice, though, this is not a signi�cant
problem as long as the search beam-width is large enough.

In both the lattice and n-best rescoring paradigms, averaging the rescoring model
with the original lattice acoustic score in a multistream-like approach improved results.
Because of the large amount of time required to run experiments, I did not tune the com-
bination parameter until the �nal set of experiments; all of the initial runs weighted each
acoustic score evenly.

4In actuality, all that is required is some sort of ordered list of hypotheses; the data structure need not
be a stack. For e�ciency, noway uses a priority queue with hypotheses in reverse order of score, so that the
worst hypothesis can be easily deleted from the queue when the queue reaches maximum size.

5This is a bit of an oversimpli�cation; it is possible that more than one lattice node may have the same
start time. In this case, all one has to do is annotate each partial hypothesis with its corresponding ending
lattice node. noway, however, only produces lattices in which nodes have unique associated times.

6These scores are log probabilities, which justi�es the addition (rather than multiplication) of scores.
7So named because noway produces lattices for it in the �rst pass.
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6.2.4 Modeling larger linguistic units

In the smoothed phone recognition experiments of the previous chapter, pronunci-
ations were modeled on a phone-by-phone basis. Each baseform phone was associated with
a decision tree that predicted how the phone would be realized in context. The decision
tree leaf corresponding to the context was then compiled into a small piece of a �nite state
grammar, which was then concatenated with other phone grammar fragments into an FSG
for the entire utterance, as shown in the phone tree illustration of Figure 6.4.

One problem with this technique of straight concatenation is that model decisions
are independent. In the �gure, the \ball" portion of baseball has four possible pronunci-
ations, yet the pronunciation [b el l] is not likely at all; the system should be able to
learn that when [ah] is realized as [el], the subsequent [l] is very likely to be deleted.
Riley's [1991] solution is to include a dependence on the previous decision tree output.
This makes FSG generation more di�cult, although no more complicated than introducing
context-dependency into a pronunciation graph [Riley et al., 1997]. Riley found that in-
cluding the left context gave a substantial improvement in the predictive power of the trees;
this information was used subsequently by Riley et al. [1998] to build phone trees for the
Switchboard corpus.

Weintraub et al. [1997] used a di�erent approach to handle context issues. Their
technique added n-gram constraints on the phones using a maximum entropy model. The
probability distributions provided by the d-trees were modi�ed to penalize pronunciation
sequences that were determined unlikely by an n-gram phone grammar. This extra infor-
mation degraded recognizer performance signi�cantly in initial experiments, though this
research took place within the context of a six-week workshop and the authors were hopeful
that further research along these lines might prove fruitful. To date, no further experi-
ments have been conducted along these lines, so whether n-gram constraints on phones can
improve modeling is an open issue.

The strategy I adopted toward solving this problem was to model the distributions
of phone pronunciations jointly, at the syllable and word levels. This captures many of the
coordinated phone pronunciation variations not handled by the independent phone trees.
Since phones at segment boundaries still vary with context, pronunciations in these models
include dependencies on the neighboring baseform phone. As suggested in the introduction
to this chapter, other forms of context, such as word identity, can also be included in the
model.

Word models

The method for determining word pronunciations dynamically is a cross between
automatic baseform learning techniques and the d-tree statistical learning used for phone
models. The training data, provided by (smoothed) phone recognition, is pooled by word
to give a possible set of pronunciations. One tree is constructed for each word, with the
word pronunciation predicted from context.

During recognition, the FSG construction algorithm (Figure 6.4: word trees) gen-
erates a grammar for each word by instituting a separate path for each pronunciation and
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Figure 6.4: Example expansion of \some baseball" into �nite state grammars with phone,
syllable, and word d-trees. Arcs unlabeled for probabilities have probability 1.
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tying the paths together at a start and end state; probabilities assigned by the trees are
added to arcs leaving the initial state for the word. In some instances (such as some in
the �gure), the individual path probabilities are the same as in the phone trees. On the
other hand, in baseball path likelihoods di�er greatly from the phone tree FSGs, due to the
phone coordination e�ects described above. Word trees can also allow di�erent pronunci-
ation alternatives than do the phone trees, as exempli�ed by the [s]/[z] substitution in
baseball; these patterns may be word-speci�c or variations due to the statistical nature of
the learning algorithm.

Syllable models

Building separate decision tree models for each word does have the drawback that
only words with enough training data can be modeled, whereas for phone trees one can
model every phone in the corpus. A way to increase coverage is to use syllable models,
so that words like baseball and football could share pronunciation models for their shared
syllable. This can be implemented as a straightforward adaptation of the word-tree model-
ing, although there is no canonical way to choose the appropriate syllable models for each
word. Ideally, one would like to model multiple pronunciations within the syllable model,
leaving the choice of syllable model dependent on only the word. For instance, the word
some has two pronunciations in the baseline dictionary, [s ah m] and [s ax m], but it
would not be bene�cial to model this word with two separate syllable models | the vari-
ation between these alternatives should be provided by one syllable model. I developed
the following algorithm to determine a single syllabic transcription for each word from a
baseline dictionary:

1. Map \stop-closure stop" sequences to the stop consonant (e.g., [tcl t])[t]).

2. Syllabify all pronunciations of the word.

3. Find the longest pronunciation (in syllables) for the word.

4. Align all other pronunciations to the longest baseform, providing a list of phone al-
ternations.

5. Remove all unstressed vowel alternatives if a stressed vowel exists.

6. Remove all NULL alignment alternatives.

7. Bind all remaining alternations into a \superphone" (e.g., a phone that is pronounced
either as [t] or [dx] becomes [t/dx]).

8. Link syllable-internal phones to give the syllable model name.

An illustration of this algorithm operating on the word automatically is shown in Figure 6.5.
This example is particularly interesting because automatically can be pronounced with �ve
or six syllables. Step 3 in the algorithm, by choosing the longest baseform, assures that this
type of alternation is modeled as a shortening process.
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Alternate pronunciations 
  (syl divisions discarded)

Longest pronunciation (with syl divisions)

  aligned to longest pronunciation

Resulting syllable models

ao   t  ow   m ae   t ih   k l    iy

ao + t  ow + m ae + t ih + k el + iy

ao  dx/t_ow  m_ae   t_ih   k_el/l iy

ao   dx ax   m ae   t ih   k el   iy
ao   dx ax   m ae   t ih   k l    iy

Figure 6.5: Selection of syllable models for the word automatically. Reduced phones ([ax])
are eliminated if unreduced variants exist; similar phones are clustered into superphones.

6.3 The WS96 dynamic model

At the Johns Hopkins 1996 Summer Research Workshop, I participated in the
Automatic Learning of Word Pronunciation fromData group, headed by Mitch Weintraub of
SRI. At WS96, we built a dynamic pronunciation decoder for recognition of the Switchboard
corpus. The dynamic models were used both to generate static dictionaries (as in the last
chapter) and to dynamically rescore n-best lists of hypotheses. In this section, I will brie
y
summarize some of the results from our work [Weintraub et al., 1997].

Researchers at the workshop trained the HTK (Hidden Markov Model Toolkit)
Recognizer [Young et al., 1995], available from Entropic, on Switchboard data as the baseline
recognizer for the workshop. The system had multiple mixtures of Gaussians estimating
triphone densities and was trained on 60 hours of training data that were judged (via
automatic alignment) to be acoustically \good."8 The baseline, using a trigram grammar,
achieved a 46.0% word error rate on the entire WS96 development test set.

Starting from this point, our group utilized the baseline HTK system as a phone
recognizer, automatically transcribing 10 of the 30 hours of training data. Using the rec-
ognized phones as our surface forms, we then aligned the output to our baseform pro-
nunciations, as outlined in Section 2.4.2. This provided us with a new set of dictionary
pronunciations, notated in Table 6.1 as \HTK PhoneRec." We only allowed new pronun-
ciations if they occurred more than seven times in the training data. Replacing the HTK
pronunciation dictionary with the new PhoneRec dictionary, the 100 top hypotheses from
the baseline recognizer were rescored on a 200-sentence subset of the development test, for
which the baseline performance was 46.4% word error. The new dictionary improved the
word error rate by about 2% relative. This is an interesting contrast to the Broadcast News
phone recognition results of the previous chapter, where replacing the dictionary resulted
in a 9% relative increase in word error. The primary di�erence in this experiment is that
the dictionary was used in a rescoring paradigm where the n-best lists were chosen with
the original dictionary. Indeed, when the BN phone recognition dictionaries were smoothed
with the original dictionary, an improvement resulted that was on the same order as that

8The acoustic likelihood of the training data determined which data were used in the training set; data
which fell below a cuto� likelihood were excluded from training.
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Experiment Word error rate
Rescoring 100 best hyps

Baseline HTK 46.4%

HTK PhoneRec mincount=7 45.5%

Table 6.1: Results of rescoring of 100-best hypotheses by phone recognition dictionary for
a 200 sentence subset of 1996 Switchboard Development Test Set.

Experiment Word Error Rate
Rescoring 75-100 Best Hyps

Baseline HTK 46.4%

Modi�ed HTK: no-sp 45.7%

DT1-Pron 45.2%

DT2-Graphs 45.5%

Table 6.2: Results of rescoring of 75- to 100-best hypotheses by decision tree models for the
200 sentence Switchboard subset.

of the WS96 system.

From the alignments between the baseline dictionary and the HTK phone recogni-
tion we also trained a �rst set of phone decision trees, called DT1. The d-tree construction
procedure was almost identical to that of Section 5.3.1; there were only three di�erences
in the training data. First, only binary questions about the baseform phones were used,
instead of the n-ary questions derived from [Riley, 1991]. Thus, instead of asking \What
is the consonant place of the next phone?" the tree-construction algorithm asked the more
speci�c question \Is the next phone an alveolar consonant?" In addition, questions about
the lexical stress of the syllable were allowed, in part because the baseline lexicon (Pronlex
[Linguistic Data Consortium (LDC), 1996]) marked vowel nuclei with stress marks.9 All in
all, 140 binary questions were used (compared to the 7�3 n-ary questions used in the BN
trees of the previous chapter).

In the middle of the experiments at the workshop, we discovered that the short
pause ([sp]) phone, which is appended to every word and is intended to capture short
silences, was actually sometimes modeling longer non-silence sequences (up to 400 ms). We
decided to delete the sp phone and explicitly model silence via an extra \pause" word,
which improved recognition performance by 0.7%. All subsequent recognition experiments
were thus conducted using this \no-sp" model.

Using the DT1 trees, we generated a new set of static (per-word) pronunciations,
which we used to replace the HTK dictionary (Figure 6.2: DT1-Pron). We also used the
DT1 trees to realign the training set and perform an additional iteration of d-tree training
(DT2). These decision trees were used to generate pronunciation graphs (DT2-Graphs) for
each hypothesis string, thus (we hoped) capturing some of the cross-word regularities in
pronunciation.

9This information was not encoded in the abbot96 dictionary for the BN experiments.
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The explicit static dictionary replacement (DT1-Pron) worked slightly better than
using pronunciation graphs to dynamically rescore the n-best lists (DT2-Graphs), although
the di�erence was not signi�cant. We did not retrain the acoustic models at the workshop,
although this should have given us some improvement. Murat Saraclar, another student
at the workshop, did retrain the acoustic models after the workshop by adapting only the
triphone building stage of the acoustic models [Saraclar, 1997]. The new acoustic model
led to a slight increase in errors (46.6%); it is not clear whether full acoustic retraining will
help, but this should be investigated.

6.4 Broadcast News model design

The rest of this chapter focuses on e�orts to extend the WS96 model. Segmental
context, while important, is certainly not the only factor that a�ects pronunciations; this
fact engendered the studies in Chapters 3 and 4 that suggested that including speaking rate
and word predictability into pronunciation estimation can help to build better models.

As I indicated in the previous chapter, the e�ort of building the sprach Broad-
cast News recognizer at ICSI coincided with my research. An interesting question presented
itself: can a recognition system with half the error rate of the Switchboard system still ben-
e�t from improved pronunciation modeling, or were the gains from the WS96 pronunciation
model just compensating for poorer acoustic models on a harder task?10 Broadcast News,
with its test sets divided into separate focus conditions, could also shed light on the dif-
ferences between modeling for spontaneous versus planned speech. With these factors in
mind, I decided to build dynamic syllable and word pronunciation models for the sprach
Broadcast News system.

To build models for larger linguistic units, I added a number of features to the
decision trees in hopes of improving modeling. In the remainder of this section, I discuss
the contextual features used in d-tree construction, including linguistic segment context,
estimates of speaking rate, estimates of word predictability, and other features.

6.4.1 Linguistic context

Most of the phonetic features used to construct phone-based d-trees (Section 5.3.1)
were employed in building syllable and word d-trees. Features representing the extended
context of syllables and words were also added to the algorithm, as discussed in this section.

Phonetic features

As described previously, decision trees were allowed to select for the consonant
manner, consonant place, vowel manner, vowel place, and phone identity of the last phone
of the previous syllable or word (depending on the model type), or the �rst phone of
the next syllable or word. Syllabic positions (onset, nucleus, coda) were also included,

10This is not to suggest that the modeling technique in the WS96 HTK system is sub-standard, rather,
that all systems seem to perform more poorly in the Switchboard domain compared to Broadcast News.
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although boundary markings were not included because of redundancy | for word models,
the previous/next phone always occurred at a boundary, while for syllable models, this was
encoded by a position feature, described below.

Syllable and word features

An obvious syllable-tree correlate to the phone identity feature is the identity of
the neighboring syllables. I also allowed the algorithm to query the position of the syllable
in the word (either initial, �nal, initial-and-�nal, or not-initial-or-�nal), as well as the
syllable count of the word. Since lexical stress was an important feature in the WS96
model, I attempted to mark all syllables with the markers stressed, secondary-stressed, or
unstressed by mapping the syllabic patterns in the abbot96 dictionary to the Pronlex and
CMU dictionaries.11 For words not found in either dictionary, syllables with reduced vowels
(e.g., schwa) were marked as unstressed. If there was only one syllable left unmarked in
the word, then it received the stressed designation, otherwise all remaining syllables were
marked with unknown stress.

Syllable and word trees were also allowed to depend on the identity of the neigh-
boring word. This feature bears an interesting relationship to the multi-word work of Finke
and Waibel [1997b], in which the authors �nd that the mutual information criterion is ap-
propriate for determining which words to pair for learning pronunciations. The decision tree
algorithm similarly uses a mutual information criterion for determining appropriate feature
selection, so including the word identity as a feature in d-trees is related to the Finke and
Waibel multiword algorithm.

6.4.2 Speaking rate estimates

As described in Section 3.1.1, many possible algorithms exist for estimating speak-
ing rate. I have investigated two basic features for automatic estimation of syllabic speaking
rate, recognition rate and mrate. Given the di�erences in performance for the two measures,
I have also added di�erential features that (perhaps) can capture some pronunciation vari-
ation.

Recognition rate

The speaking rate can be estimated directly from a �rst pass of the decoder over
the test material. This algorithm is relatively straightforward:

1. Get a time-aligned transcript of words for the acoustic sequence, including pauses.

2. Between every two pauses:

(a) Let t be the time between pauses in seconds.

11The abbot96 dictionary did not include lexical stress annotations.
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(b) Let n be the number of syllables found by looking up the transcribed words in
the syllable dictionary.

(c) Compute rate = n
t

This rate measure is the interpausal recognition rate, as it is derived from a �rst recog-
nition pass. Recognition rate does tend to underestimate the rate computed from hand
transcriptions, particularly when the �rst-pass hypothesis has a high recognition error rate
[Mirghafori et al., 1996]. However, Mirghafori et al. used phone rate as the criterion for this
study; since syllables are less mutable than phones, recognition syllable rate and transcribed
syllable rate may be closer than they suggest.

Mrate

At ICSI, we12 have developed a measure of speaking rate that is derived from
the acoustic signal [Morgan and Fosler-Lussier, 1998]. This measure, dubbed mrate for its
multiple rate estimator components, uses a combination of three estimates: the �rst spec-
tral moment of the wide-band energy envelope, a simple peak counting algorithm performed
on the wide-band energy envelope, and a module that computes a trajectory that is the
average product over all pairs of compressed sub-band energy trajectories. A block diagram
of mrate can be seen in Figure 6.6.

The measure correlates moderately well with transcribed syllable rate,13 although
it tends to underestimate the rate for fast speech. We have noted in a number of individual
cases that a high speaking rate sometimes results in the smearing together of energy peaks,
even in sub-bands, which can lead to an underestimate of the syllable rate. For slow
segments, high-energy phonetic onsets that are strongly correlated across bands and form
distinct spectral peaks can confuse the estimator; these features are usually associated with
syllable onsets. In these cases, mrate tends to overestimate the syllable rate.

Mrate also correlates less well with pronunciation reductions than the transcribed
rate does. I repeated the experiment from Section 3.2.3, where for each of the 200 most
frequent syllables, the pronunciations for each word were partitioned into histogram bins
based on mrate. Only 54 of the 200 syllables showed signi�cant shifts in the probability of
the canonical or most likely pronunciations when mrate is used as the partitioning criterion,
compared to 95 of 200 for transcribed rate. Mrate tends to underestimate the true rate when
pronunciations are non-canonical, since reduced pronunciations sometimes have less sharp
acoustic distinctions. When mrate matches or overestimates the true (i.e., transcribed)
rate, the probability of a canonical syllabic pronunciation is roughly 50%. However, as the
amount that mrate underestimates the true rate increases, the canonical probability drops,
reaching 33% when the rate is underestimated by 40% or more.

If recognition syllable rate is a closer match to transcribed rate, the two estimates
of recognition rate and mrate may provide complementary information about pronuncia-

12The mrate measure was developed primarily by Nelson Morgan; I assisted in this research by providing
evaluation statistics. See Morgan and Fosler-Lussier [1998] for more details about this algorithm.

13On the transcribed subset of the Switchboard corpus, we found that mrate calculated interpausally had
a correlation with transcribed syllable rate of � � :75 [Morgan and Fosler-Lussier, 1998].
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Figure 6.6: Major steps in the calculation of mrate, from [Morgan and Fosler-Lussier, 1998].
The bandpass processing currently uses steep FIR �lters with band edges of (300,800),
(800,1500), (1500,2500), and (2500,4000). Estimation is typically done over 1-2 seconds; for
the experiments reported here, we used between-pause intervals, which varied from .25 to
6 seconds, but which were most typically between .5 and 2 seconds.
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tion reduction. Thus, a di�erential measure may give information about when to expect
pronunciation reductions. I have included the rate ratio (the ratio of mrate to recognition
rate) and the rate di�erence (mrate subtracted from recognition rate) as two extra features
in the d-trees.

Localized rate measures

Psychologists have suggested that many rate e�ects are localized [Summer�eld,
1981]; I have found from initial experiments that estimating rate from the durations of a
small number of syllables (between three and seven), as opposed to interpausally, sharp-
ens some of the pronunciation distinctions described in Chapter 3. To incorporate this
feature into the pronunciation model, the local syllable rate is computed directly from the
hypothesis for each word by taking the number of syllables in the word and each of its
immediately neighboring words and dividing by the total time allocated to the three words.
In order to further distinguish local syllable rate from recognition rate, syllable boundaries
are calculated online.14

An even more localized measure of rate was the word length; the length of the
word in seconds was added to the feature list. Syllable lengths were unfortunately not
immediately available from the �rst pass recognizer,15 since segmentation was marked only
at the word level in the recognition hypothesis.

6.4.3 Word predictability estimates

Two measures of word predictability were discussed in Section 3.1.2: the unigram
probability and trigram probability of a word given a particular hypothesis. For the Broad-
cast News task, these measures were particularly easy to calculate, since a trigram grammar
was used during the �rst-pass decoding.

Unigram probability

The unigram probability P (w) | or unconditional probability | of each word in
the test dictionary was pre-computed and recorded in a lookup table. For training, each
word in the training data was simply annotated with the appropriate unigram probability;
as each word was evaluated in testing, the unigram probability was provided by the lookup
table.

14The online syllabi�cation was due more to engineering choices rather than to any particular linguistic
constraint, but it fortuitously showed some interesting e�ects when combined with recognition rate, as
described in Appendix B.

15Online determination of the syllabic segmentation would not be di�cult, requiring only a Viterbi pass
over the recognized utterances. This could be implemented in a future version of the system.
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Trigram probability

The training set was annotated with the trigram probability of each word
(P (wijwi�2; wi�1)) by feeding the word transcriptions into the noway decoder running
with the -text decode option. The language model probability of each word obtained
from noway was then attached to the training word. For n-best list decoding, a similar
process was employed: each hypothesis was scored separately by noway. In the lattice
decoder jos�e, the trigram language model scores were computed directly as part of the
decoding process and passed to the pronunciation model.

6.4.4 Other features

One other feature that was investigated was the amount of time since the last pause
taken by the speaker, as marked by silence in the recognition hypothesis. The motivation
behind this feature is that, intuitively, the longer the speaker has gone without a breath, the
less energy the speaker can place behind the speech, perhaps leading to more reductions. I
also thought about incorporating the time until the next pause as another feature, but this
feature requires knowing the entire hypothesis in advance (or at least knowing where the
next pause is in the hypothesis), which is not feasible in lattice decoding.

There are a number of other features that one could imagine using in dynamic
models, including energy, pitch, or phrase-level stress. I did not compute these features for
this set of experiments, but they are likely candidates for inclusion as features in future
experiments.

6.5 Dynamic decision tree models

In my initial experiments, I used the 1997 Broadcast News training set as the
source of pronunciations for the word and syllable trees. The training set was automatically
phonetically transcribed by means of smoothed phone recognition; the acoustic models used
for training set generation were A-Model I | the combination of the two recurrent neural
nets and the multi-layer perceptron described in Section 5.3.6.

550 word models were constructed from the smoothed transcriptions obtained by
aligning A-Model I to the 1997 training set. The word d-trees included the phonetic, word
identity, speaking rate, and predictability features described in the previous section to
select appropriate pronunciation distributions, using the tree-growing algorithm described
in Section 5.3.1. Slightly less than half of the trees in each case had a distribution other
than the prior | that is, the constructed tree had more than one leaf. This set of trees
were labeled the BN97 word trees.

I also trained roughly 800 d-trees based on syllable distributions (BN97 syllable
trees). As described above, each word was given a single canonical syllable transcription, so
that words with similar syllabic-internal pronunciation variations in the abbot96 dictionary
shared the same syllable model. In addition to the features found in the word trees, syllabic
tree context features included the lexical stress of the syllable, its position within the word,
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and the word's identity.

6.5.1 Tree analyses

In order to judge the quality of the trees, I extended the measurement paradigm of
Riley et al. [1998]. In their system, the average log (base 2) probability of a held-out test set
is calculated, giving a measurement related to the perplexity.16 This score can be obtained
by �ltering the test set down through the trees to the leaves; as each sample reaches a leaf,
the probability of that example according to the leaf distribution is recorded.

The average log probability is problematic as a metric for evaluating pronunciation
models. Some test examples receive zero probability from the pronunciation model; this
makes the measure unusable, as log2(0) =1. This can happen in two (related) situations
in pronunciation modeling: test transcriptions can occur that are not covered by the model
due to the nature of statistical modeling. Moreover, pronunciation modelers often explicitly
introduce zeroes into baseform distributions by pruning the model. The language modeling
(LM) solution to this dilemma is to never assign any model zero probability; the carry-
over to the pronunciation domain would be to assign a minimum probability to unknown
pronunciations. The value of the minimum probability is somewhat arbitrary (although
one can use backo� techniques to obtain better estimates). More to the point, disallowing
zero probabilities does not match the way models are used within an ASR system, since
each word has only a �nite number of baseforms. One can ignore \out-of-vocabulary"
pronunciations (to use another LM term) and compute the log probability; however, this
technique favors models that prune low-probability baseforms heavily; it does not penalize
test set errors as much because zero-probability pronunciations are not counted.

Another problem with the log2 metric pertains to its use with scoring syllable
and word trees. Riley et al. were building phone trees when they used this metric; every
training sample in the corpus was associated with a decision tree. In my case, though,
models were not constructed for some words and syllables due to lack of training data.
One could substitute static dictionary priors for the missing words, but the appropriate
substitution for missing syllable models is not clear.

To address these issues, I chose to compile three test-set statistics. I evaluated
the average log probability only for pronunciations receiving non-zero probabilities (i.e.,
baseforms occurring in the model). I also report the percentage of evaluated baseforms
included in the scoring as the \pronunciation coverage." Additionally, the percentages
of words or syllables in the test set that are actually modeled is also stated. This testing
paradigm allowed me to test pronunciation models under the assumption that some pruning
would be used within the ASR system. In unprunedmodels, pronunciation coverage remains
the same no matter what features are used, but when pruning is invoked, the coverage will
vary depending on which pronunciations are eliminated at each tree leaf.

Riley et al. also use a measure called e�ciency, which is the relative increase in

16The perplexity is 2 raised to the power of the average negative log probability, that is, PP =

2
1

n

P
� log2 P (pronjmodel).
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No pruning Prune < 0.1
Avg log2 Pronunciation Avg log2 Pronunciation

Features Probability Coverage Probability Coverage

None (baseline) -0.70 92.58% -0.53 89.39%

Word context only -0.65 92.58% -0.47 89.47%

Word and phone context -0.55 92.58% -0.33 88.70%

All -0.45 92.58% -0.26 89.42%

Table 6.3: Test set probabilities for word trees. 58.9% of test words were modeled by the 550
trees; unmodeled words are not included in totals. Percentages of pronunciations covered
for the 550 modeled words are listed under \Pronunciation Coverage." Higher log2 scores
are better models; the maximum score would be zero.

log probability (LP) given some baseline, measured as

E�ciency(model) =
LPbaseline � LPmodel

LPbaseline
� 100%: (6.4)

Thus, a perfect model (with LPmodel = 0) would have an e�ciency of 100%.

Word trees

I evaluated the e�ectiveness of the additional features by measuring the log2 prob-
ability on the secondary cross-validation set17 for several sets of d-trees; these trees di�ered
only by which features were included during construction (Table 6.3). In the baseline model,
the pronunciation probabilities were set to the prior distributions over the training set. This
model corresponds to a (simple) automatic baseform learning scheme; on the test set this
model has a average log probability of -0.70. Comparing the unpruned to the pruned cov-
erage numbers, roughly 3% of pronunciations in the test corpus had probabilities of 0.1 or
less according to the prior model. Two metrics exist for calibrating improvement from this
baseline model: increase in the log probability and in the pronunciation coverage for the
pruned model.

Including just the word context (corresponding to a multi-word model) only in-
creases average log likelihood by 0.05 (for an e�ciency of only 7%). A bigger gain comes
from adding in the surrounding phone context (21% e�ciency); using all of the features
gives the best e�ciency of 35%, as one would hope. Comparing these results to those of
Riley et al. [1998], the e�ciency gain seems to be remarkably similar; they found e�ciency
gains of 20% to 32% depending on the training data. Yet, one must be careful in comparing
these results. Riley's team was testing phone models on hand-transcribed data, whereas I
am working with word models on automatically transcribed data.

When pruning is invoked, larger e�ciency gains result; the trees using all features
have a 51% e�ciency rating. This means that, on average, it is the pronunciations that have

17As described in Chapter 5, the d-trees were built using 10-fold cross-validation (CV); a second test set
was used to further prune the trees. In practice, the second CV set did not a�ect tree pruning, so this set
is semi-independent from the d-trees.
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higher probabilities (p > 0:1) in the baseline model that are increasing in likelihood due
to the contextual modeling. Meanwhile, the actual percentage of test pronunciations that
have a probability above 0.1 does not change signi�cantly with the increased context (only
0.03% more of the pronunciations, representing 1% of the pruned baseforms in the baseline
model, have probabilities above the pruning threshold in the d-tree with all features).

A list of the features used in the \all" trees is shown in Table 6.4, rank-ordered
by the number of appearances in the tree. The number of occurrences at each depth of the
tree completes the right side of the chart. A number of interesting patterns can be found
in this data:

� The most frequently occurring feature is the duration of the word being modeled.
This feature helps determine when vowel reductions and stop deletions are likely.

� The phone-based features appear high in the list. The features that group phones into
classes (manner and place) tend to be placed early in the tree, whereas the phonetic
identity features are spread throughout the tree.

� Previous and next word are prominent, but not ubiquitous.

� The following segmental context is always more prominent than the previous context.
This is expected, because syllable onsets (and hence word onsets) have much less
variation than nuclei and codas [Greenberg, 1998]; therefore, variations are much
more likely to happen word-�nally, dependent on the following segment.

� Consonantal features are more prevalent than vocalic features, probably for a similar
reason | consonants occur more frequently on word boundaries.

� The extra features encoding speaking rate and predictability (save word duration)
serve a secondary role to the segmental features.

Syllable trees

I also computed test set scores for the 800 syllable trees from the BN97 training
set. Unlike the 59% word coverage for the word trees, the coverage for the syllable test set
was 79%, a much higher proportion of the test set. The e�ciencies of the syllable models
were a little higher than those for the word d-trees,18 reaching 37% for unpruned and 54%
for pruned models. The real gain, however, was in pronunciation coverage: 9% of the
pronunciations lost in pruning the baseline model were recovered under the d-tree models.

The non-segmental features did not improve the model as much as in the word
trees (cf. \All" to \Word/Syllable/Phone context"). The increase in log2 probability is
only about half of that seen when these features are included in word tree construction.

To compare syllable models with the more conventional phone-based methods, I
took the syllable training set and broke apart the syllables into phone models. Since the

18It is important to compare e�ciencies or relative increases in log2 probability, and not actual probabil-
ities, as the test sets are di�erent due to coverage constraints.
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Feature All depths 1 2 3 4 5 6 7 8 9 10

current word duration 137 59 36 17 15 6 2 2 - - -

next consonant manner 104 9 8 4 - - 1 - - - 1

next phone ID 79 27 20 10 9 2 5 2 4 - -

previous phone ID 45 10 10 11 3 6 2 2 1 - -

next consonant place 36 8 27 1 - - - - - - -

next word ID 30 7 5 7 5 4 1 1 - - -

previous word ID 23 5 2 3 3 2 2 3 3 - -

current local rate 19 10 4 3 1 - 1 - - - -

next vowel manner 15 11 4 - - - - - - - -

next word duration 11 - 2 2 3 1 3 - - - -

next trigram 11 1 3 4 - 2 1 - - - -

previous word duration 10 1 2 1 1 1 2 2 - - -

current recog rate 9 - 4 1 - - 2 1 1 - -

previous consonant manner 8 3 - 2 1 - - - 2 - -

current trigram 8 1 3 2 1 1 - - - - -

previous recog rate 7 2 2 1 - 1 - - 1 - -

current time since last pause 7 1 - 2 3 1 - - - - -

next time since last pause 7 3 2 2 - - - - - - -

next vowel place 7 2 3 - 2 - - - - - -

previous trigram 6 - 1 4 - - - - - 1 -

previous mrate 6 1 1 2 1 1 - - - - -

next recog rate 5 - - 2 2 1 - - - - -

previous consonant place 5 2 1 2 - - - - - - -

current rate ratio 4 - - 2 1 - - 1 - - -

current mrate 4 - 1 1 1 1 - - - - -

next mrate 4 1 1 - 2 - - - - - -

previous time since last pause 4 1 - - 1 - 2 - - - -

previous rate di�erence 3 - 1 - - - - 1 1 - -

next rate ratio 3 - 1 - 1 - - - - 1 -

current rate di�erence 3 - - 1 1 1 - - - - -

next syllabic phone position 3 3 - - - - - - - - -

previous vowel place 2 1 1 - - - - - - - -

previous vowel manner 2 - - - - 1 1 - - - -

Table 6.4: Frequency of feature occurrence in word trees; columns labeled 1-10 represent
the depth in the tree at which the feature was found (1=tree root).
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No pruning Prune < 0.1
Avg log2 Pronunciation Avg log2 Pronunciation

Features Probability Coverage Probability Coverage

Syllable trees:

None (baseline) -0.70 95.96% -0.46 91.74%

Word/syllable/phone context -0.49 95.96% -0.26 92.17%

All -0.44 95.96% -0.21 92.14%

Phone trees w/syllabic-internal variants:

None -1.45 94.95% -0.96 84.49%

Phone context -0.60 94.95% -0.33 90.42%

All -0.54 94.95% -0.25 90.39%

Table 6.5: Syllable test set probabilities. 78.5% of test syllables were modeled by the 800
syllable trees; unmodeled syllables are not included in totals. Phone tree probabilities were
combined to form syllable pronunciations, and were scored on the same subset of syllables
used to score syllable trees.

syllable models contained variants (for example, the syllable [k l ow s/z] has encoded the
fact that the �nal phone can alternate as [s] or [z]), this would give them an advantage
over regular phone models. Therefore, I built separate trees for the phone variants listed
in the syllable models, e.g., the �nal segment of [k l ow s/z] was modeled by the phone
[s/z]. The phone trees were then scored only on the syllable level, where pronunciations for
the syllable were determined by concatenating the individual phone pronunciations from
each tree; syllable pronunciation probabilities were obtained by multiplying together the
phone probabilities. The subset of test syllables modeled by the syllable trees were used for
scoring these models.

Without context, phone trees have a large decrease in log likelihood modeling on
the phone level (an e�ciency of -107% compared to the syllable tree baseline). By adding
in contextual elements, the phone trees perform only a little bit worse than syllable trees,
although the pronunciation coverage is signi�cantly worse for both the unpruned and pruned
cases. Syllable trees utilizing only segmental features outperform the phone d-trees with all
features at their disposal. Thus, it seems that syllable models are as good, if not better, than
phone models as an organizational structure for modeling the variation in pronunciations.
Syllable models have the drawback of less coverage overall; one can model the entire corpus
with phone models. Yet, coverage will be incomplete with syllable models. One could
supplement unmodeled syllables with phone trees in a hybrid syllable-phone approach; or
perhaps one could deconstruct syllables into onset models and rime (nucleus and coda)
models, since most of the variation occurs within the rime.19

Table 6.6 lists the d-tree features used in the syllable trees. The patterns seen here
are very similar to that of the word trees, with a few di�erences:

� Phone features are more prominent than the length of the word in these trees.

19One could also split the rime models into separate nucleus and coda models.
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Feature All depths 1 2 3 4 5 6 7 8 9

next phone ID 167 83 41 23 11 4 3 1 1 -
current word duration 166 47 44 39 18 13 4 1 - -
next consonant manner 136 102 22 10 1 1 - - - -
previous phone ID 99 21 26 15 17 12 6 1 1 -
next syllableID 84 21 27 21 6 3 5 1 - -
next consonant place 62 11 35 8 6 1 1 - - -
previous syllableID 61 26 13 11 6 3 - 2 - -
previous consonant manner 22 6 4 5 2 2 1 2 - -
current local rate 20 1 5 2 8 1 1 1 - 1
next vowel manner 18 14 4 - - - - - - -
current word ID 15 10 1 3 1 - - - - -
current recog rate 13 1 3 1 1 1 4 1 1 -
current time since last pause 13 - 4 2 3 1 2 - 1 -
next unigram 12 1 4 2 2 1 1 1 - -
next word duration 11 - 2 6 1 1 1 - - -
next vowel place 11 - 8 1 1 1 - - - -
current word position of syl. 10 4 3 1 - 1 - 1 - -
previous word duration 9 - 1 3 1 2 1 - 1 -
current lexical stress 9 4 4 1 - - - - - -
previous word ID 9 1 2 - 3 - 2 1 - -
next syllabic phone position 9 9 - - - - - - - -
current mrate 9 - 3 2 2 1 1 - - -
next lexical stress 8 1 3 4 - - - - - -
next trigram 8 - 3 2 1 - 1 - 1 -
next time since last pause 7 - 2 3 - 1 - - 1 -
current trigram 7 - 1 1 2 2 - - 1 -
previous consonant place 7 1 3 1 1 1 - - - -
current unigram 7 2 2 1 2 - - - - -
previous vowel manner 6 1 - 3 2 - - - - -
current rate di�erence 5 - - 1 - 3 - 1 - -
next word ID 5 2 1 - 1 - - 1 - -
previous unigram 5 1 - - 1 3 - - - -
current rate ratio 4 - 1 - - 1 1 1 - -
previous syllabic phone position 4 2 2 - - - - - - -
next word position of syl. 4 2 1 - 1 - - - - -
previous trigram 3 - - 1 1 1 - - - -
previous word position of syl. 2 - - 2 - - - - - -
previous vowel place 2 1 - 1 - - - - - -
current syl. count in word 2 2 - - - - - - - -
next syl. count in word 2 - 1 - - - 1 - - -
previous time since last pause 1 - - - - - 1 - - -

Table 6.6: Frequency of feature appearance in syllable trees.
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� Instead of word identities, syllable identities are prominent in the list.

� Trigram probabilities are less prevalent | perhaps due to the introduction of unigram
probabilities, which are used more frequently.

Individual tree analyses

In this section, I examine some of the BN97 trees, particularly to ascertain how
features interact to generate pronunciation distributions at the leaves. Even though the
pronunciations given in these trees are automatically derived (i.e., not from hand transcrip-
tions), one can see interesting linguistic phenomena modeled by the classi�er. Decision trees
for two words and two syllables are shown in the next few �gures for illustrative purposes;
other trees that show di�erent linguistic processes than the ones below (e.g., 
apping) can
be found in Appendix B. In these graphs, the features listed in ovals are the same ones found
in Tables 6.4 and 6.6, although the names have been abbreviated for readability (e.g., cur,
next, and prev correspond to the current, next, and previous word or syllable, respectively).
The shading of the tree leaves corresponds to the most likely pronunciation of the leaf |
the �rst pronunciation has the lightest shade of gray, and the last listed baseform has the
darkest.

Figure 6.7 illustrates the decision tree for the word them. Three pronunciations
of this word are commonly found in the corpus: the canonical [dh eh m], a variant with a
reduced vowel ([dh ax m]), and a variant with a reduced vowel and �nal consonant change
([dh ax n]). The �rst split in the tree is very revealing with respect to this last variant.
The phones listed at this node are mostly alveolar or dental phones, so if the �rst phone of
the next word is one of these, the [m] of them assimilates to [n], the articulatory place of
the next phone. This e�ect is particularly strong for following [d] and [t] (shown by the
next split on the left). Nowhere else in the tree does [dh ax n] have signi�cant probability.
It is clear, though, that the automatic techniques are not perfect, at least in a linguistic
sense, since the phones [m] and [h#] are included with the alveolar/dental phones in the
�rst split | an unexpected grouping.

For those examples not listed in the top split, word duration is the second most
important feature. When the duration is short, it is very likely that the pronunciation is
reduced. For longer words, a short time since the previous pause (roughly six syllables or
fewer, including this word) also indicates a likely reduction. This contradicts the hypothesis
that a longer time from the last pause will induce more reductions.

At this point in the tree, we are left with medium to long words that occur a while
after the last pause, and are not followed by words beginning with alveolar/dental/[m]/[h#]
phones. Longer words of this class, unsurprisingly, are more likely to be unreduced. For
medium-length words, however, the identity of the next word comes into play. At �rst
glance, the list of words that a�ect pronunciation seem very strange: one would not expect
to hear them were, for instance, contiguously in a sentence.20 This is because all of these
collocations happen in a very few phrase structures. In the vast majority of training corpus

20as opposed to the phrase they were.
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THEM next phoneID in d,dh,m,h#,s,t

next phoneID in d,t

true

cur worddur < 0.184

false

dh_eh_m 0.154
dh_ax_m 0.257
dh_ax_n 0.589

true

dh_eh_m 0.082
dh_ax_m 0.680
dh_ax_n 0.238

false

dh_eh_m 0.047
dh_ax_m 0.930
dh_ax_n 0.022

true

next len2prevpause < 1.272

false

dh_eh_m 0.169
dh_ax_m 0.784
dh_ax_n 0.048

true

cur worddur < 0.232

false

next wordID in A,WERE,ARE,IN,AND

true

dh_eh_m 0.813
dh_ax_m 0.170
dh_ax_n 0.016

false

dh_eh_m 0.826
dh_ax_m 0.141
dh_ax_n 0.033

true

dh_eh_m 0.170
dh_ax_m 0.776
dh_ax_n 0.053

false

Figure 6.7: Word decision tree for them.
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examples, the word a follows them only if there is an intervening sentence boundary21

(example 1), as part of an indirect object expression (2), or as part of a small clause (3):

1. . . . THEM <SENTENCE BOUNDARY> A . . .

2. fGOT/OFFER/HAND/GIVE/COST/MAKEg THEM A [lot of money] . . .

3. . . . SEEN THEM A LOT DARKER THAN THIS.

When the following word is are or were, the word them occurs only in a partitive phrase:

4. fSOME/NONE/ALL. . . g OF THEM fARE/WEREg

When and follows them, it generally functions as something that conjoins clauses (That's
what I told them, and you'd better believe it. . . ), as opposed to conjoining noun phrases like
them and someone else. It is clear that some syntactic constraints are in e�ect, and that
word identity is compensating for the lack of phrasal information in the feature set. I do
not want to hazard a guess as to exactly what the e�ects of syntax are here, because the
data are not marked for a full syntactic analysis, and some observations are problematic:
for instance, why is in clustered with these words, rather than on, out, and from, which
appear in the other cluster? However, these data do suggest that some encoding of syntactic
structure would be useful in future models.

In the case of the word than (Figure 6.8), another interesting linguistic phenomenon
called epenthesis was found by the d-tree learning procedure. Epenthesis is the insertion of
a sound within the phonetic stream due to the juxtaposition of two segments. In the second
level of the tree, the pronunciation of than in the phrases less than or worse than includes
an extra [tcl] (t-closure). This is very reasonable if one considers the articulator (tongue)
position during this phrase: as the alveolar [s] moves to the initial [dh] (dental position),
the tongue sometimes can make a closure at the alveolar ridge or teeth, particularly if the
speaking rate is slower than normal.22

In most of the trees, word duration, recognition rate, and local speaking rate were
much more prominent than the mrate measure that we developed. Where mrate does seem
to be e�ective is in cases of ambiguous syllabi�cation. Figure 6.9 shows the example of the
syllables [b l ax m] and [b l ax m z], in which the [l] can be elongated into a syllabic
[el] in slower speech, creating a second syllable (as in the PRAH-BUHL-EM pronunciation
of problem). The recognition rate depends on the pre-compiled, canonical syllabi�cation of
the word. However, if an extra syllable is inserted, mrate will (usually) detect the extra
syllable, since it is based on the acoustic signal rather than syllabi�cation of the word
hypothesis. This extra syllable increases mrate so the ratio of recognition rate to mrate will
then be very low in this instance. This is borne out in the tree for [b l ax m]: at the top
of the tree, fast recognition rate examples are likely to occur as one syllable. Further down
the tree (after other constraints on likelihood), mrate and the rate ratio appear as features.

21Sentence boundaries are not marked because the recognizer has no way of knowing a priori where the
sentence boundaries lie.

22as typi�ed by the longer word duration requirement in the node above less and worse.
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THAN cur worddur < 0.2

dh_ax_n 0.893
tcl_dh_ax_n 0.013

dh_ae_n 0.095

true

prev wordID in LESS,WORSE

false

dh_ax_n 0.375
tcl_dh_ax_n 0.577

dh_ae_n 0.047

true

prev cons_manner in vless-stop,silence,vless-fricative,vowel

false

dh_ax_n 0.253
tcl_dh_ax_n 0.001

dh_ae_n 0.746

true

dh_ax_n 0.625
tcl_dh_ax_n 0.001

dh_ae_n 0.374

false

Figure 6.8: Word decision tree for than.

In [b l ax m z], the trend is even clearer: short duration and very high mrate indicate an
extra syllable, as well as longer durations (slower recognition rates) with a low rate ratio.

These trees illustrate a signi�cant interaction among the features. One cannot help
but wonder whether d-trees are the right model for these continuous features, since early
splits may disallow interactions between later features. For example, in the tree for them,
what if there were syntactic e�ects having to do with the next word being to related to the
other e�ects of a, and, and were? Since the d-tree partitioned o� the samples of following
words with initial [t] early in the tree, the syntactic in
uence of to was not exhibited in the
tree. Smoother learning techniques, such as neural networks23 or Bayesian Decision Trees
[Jordan and Jacobs, 1994], may allow for better interaction between features.

6.5.2 N-best list rescoring

The e�ectiveness of the BN97 syllable and word d-trees can also be determined by
integrating them into the ASR system. In this section, I describe the results of rescoring
Broadcast News n-best lists with these new pronunciation models.

Lattices were generated for the 173 segment subset of the 1997 Hub4E Broadcast
News test set that was de�ned in Chapter 4. noway used the sprach98 dictionary and

23An example of an ANN system for pronunciation learning was presented by Fukada et al. [1999], although
they do not incorporate features other than phonetic context.
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b_l_ax_m cur recograte < 3.978

cur worddur < 0.584

true

bcl_b_l_ax_m 0.895
bcl_b_el_ax_m 0.105

false

bcl_b_l_ax_m 0.229
bcl_b_el_ax_m 0.771

false

next trigram more_likely_than -3.2677

true

bcl_b_l_ax_m 0.923
bcl_b_el_ax_m 0.077

false

next unigram more_likely_than -3.9856

true

next unigram more_likely_than -2.3356

true

bcl_b_l_ax_m 0.275
bcl_b_el_ax_m 0.725

false

cur mrate < 4.77

true

bcl_b_l_ax_m 0.905
bcl_b_el_ax_m 0.095

false

cur worddur < 0.408

true

cur rateratio < 0.65352

false

bcl_b_l_ax_m 0.762
bcl_b_el_ax_m 0.238

true

cur trigram more_likely_than -2.9579

false

bcl_b_l_ax_m 0.236
bcl_b_el_ax_m 0.764

true

bcl_b_l_ax_m 0.798
bcl_b_el_ax_m 0.202

false

cur len2prevpause < 1.416

true

bcl_b_l_ax_m 0.949
bcl_b_el_ax_m 0.051

false

bcl_b_l_ax_m 0.923
bcl_b_el_ax_m 0.077

true

bcl_b_l_ax_m 0.197
bcl_b_el_ax_m 0.803

false

b_l_ax_m_z cur worddur < 0.504

cur mrate < 4.575

true

cur rateratio < 0.64414

false

bcl_b_l_ax_m_z 0.466
bcl_b_l_ax_n_z 0.478

bcl_b_el_ax_m_z 0.056

true

bcl_b_l_ax_m_z 0.223
bcl_b_l_ax_n_z 0.316

bcl_b_el_ax_m_z 0.461

false

bcl_b_l_ax_m_z 0.375
bcl_b_l_ax_n_z 0.238

bcl_b_el_ax_m_z 0.387

true

bcl_b_l_ax_m_z 0.823
bcl_b_l_ax_n_z 0.029

bcl_b_el_ax_m_z 0.149

false

Figure 6.9: Decision trees for the syllables [b l ax m] and [b l ax m z].
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Dictionary 100-best WER

�rst pass noway abbot96 (27.5%)

�rst pass noway sprach98 (26.9%)

sprach98 1-best (baseline) 26.7%

BN97 Word trees 26.5%

BN97 Syllable trees 26.3%

Table 6.7: Hub4E-97-Subset Word Error Rates for dynamic tree rescoring of n-best lists
under A-Model I.

A-Model I to generate the word graphs; the pruning parameters were the wide evaluation
parameters (27-hyps). The lattice2nbest program then decoded the lattice into a list of
the n best hypotheses. For the rescoring experiments described in this thesis, I chose n to
be 100 for two reasons: in initial experiments, rescoring more than 100 hypotheses did not
seem to make much di�erence in �nal error rate, and allowing only 100 hypotheses reduced
the decoding time necessary for experiments.

To allow for discrepancies in the decoding process, I re-evaluated the word error
rate on the �rst-best hypothesis for each utterance from the lattice2nbest decoder. Ta-
ble 6.7 shows that the new baseline from this re-evaluation is 26.7%, which is very close to
the noway result of 26.9%.24

In this test, syllable trees outperformed word trees, although neither di�ers signif-
icantly from the sprach98 best hypothesis. The small performance increase of the syllable
trees may be attributable to the increase in coverage provided by the syllable trees (com-
pared to the word-based trees). Comparing BN97 Syllable trees to the �rst-pass noway
results, the overall gain for syllable trees is roughly the same as the improvement of the
sprach98 dictionary over abbot96, although part of this is attributable to the di�erence
in decoders.

As opposed to the across-the-board improvements seen with the sprach98 static
dictionary in most focus conditions, the 0.4% di�erence between n-best decoding of the
baseline and the syllable trees was accounted for almost completely by a 1.4% improvement
in WER in the spontaneous broadcast speech focus condition (F1), and a 0.9% improve-
ment for speech with background music (F3). Thus, it may be the case that improved
static dictionary modeling helps in all conditions, whereas dynamic dictionaries improves
performance only in particular conditions that are more di�cult.

6.5.3 Lattice rescoring

In a second experiment, I rescored the lattices using the jos�e lattice decoder
(instead of creating n-best lists from the lattices and rescoring via Viterbi alignment). The
lattice decoder baseline achieved a slightly worse error rate than the n-best and noway

24Obtaining similar results from lattice2nbest and noway required minor modi�cations to the lat-

tice2nbest program, as well as a week of debugging.
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Dictionary Lattice WER

sprach98 (baseline) 27.0%

BN97 Word trees 26.6%

BN97 Syllable trees 26.4%

Table 6.8: Hub4E-97-Subset Word Error Rates for dynamic tree rescoring of lattices under
A-Model I.

baselines.25 Notably, the improvement from dynamic pronunciation models for both model
types parallels the n-best rescoring results; it appears that full lattice decoding does not
add much compared to n-best rescoring, although this is di�cult to determine because of
the di�erence in the baseline results.

6.5.4 Experiments with the 1997 and 1998 training sets

As in the static dictionary experiments, when the later acoustic model consisting
of the RNN and two MLPs became available (A-Model II), I regenerated both sets of trees
using the 1997 and 1998 training sets, providing 1300 syllable and 920 word classi�ers
(labeled as the BN97+98 trees). I also trained a separate set of trees on the segmental
context features alone, to determine the in
uence of secondary features such as speaking
rate.

N -best lists were regenerated for Hub4E-97-Subset using A-Model II and the
BN97+98 static dictionary; in this experiment I rescored the lists using both the BN97
and BN97+98 trees. Table 6.9 shows that none of the trees made a signi�cant di�erence
in performance. However, we can see some general trends across the experiments: �rst,
BN97 trees performed worse than both the baseline and BN97+98 trees. This suggests that
dynamic models may be more susceptible to changes in the acoustic model, since the BN97
trees were trained using A-Model I. Also, in a reversal of the A-Model I experiment, the
BN97+98 word trees outperformed the syllable trees. The increase in training data, which
allowed for greater coverage of the corpus by the word trees, may have contributed to this
result. However, the di�erences between the two systems are small and not statistically
signi�cant.

When non-segmental features like speaking rate and trigram probability were re-
moved from the trees, performance improved. I have highlighted the lowest error rate in
each focus condition across all seven experiments; the lowest error in �ve of seven focus
conditions occurred with a segmental context model (lines 4 and 7). These results indicate
that the measures of speaking rate and word predictability used here may not be robust
enough for use in a dynamic model.

On a �nal note, as in the initial experiments, the modest improvements of the
dynamic models (e.g., BN97+98 segmental word trees) were concentrated in the non-F0

25Again, this is due to slight di�erences in the decoding strategy. For example, noway guides the search
with a calculation of the least upper bound on the hypothesis score [Renals and Hochberg, 1995b]; this is
omitted in jos�e.
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portions of the corpus, although, with the lack of statistical signi�cance, one cannot draw
de�nite conclusions about the ability of dynamic dictionaries to better model speech in
these more di�cult focus conditions.

6.5.5 Parameter tuning

Before running the �nal experiments on an independent test set, I took the oppor-
tunity to tune several of the parameters used in the dynamic trees. A search was conducted
over the following variables:

Included factors: The trees that used only segmental factors instead of all features per-
formed better in the experiments described in Table 6.9.

Pruning threshold: Pronunciation sequences that had a probability below the pruning
threshold were discarded in each d-tree leaf.

Acoustic model interpolation: As Equation 6.3 suggests, the acoustic score for each
utterance can be interpolated with the original (lattice) acoustic score. The tuning
parameter � is chosen by searching over possible values between 0 and 1.

For both syllable and word d-trees, an exhaustive search was made over the included factors
and pruning thresholds to optimize the word error rate on the 1997 Hub4E Subset test set.
For the best two candidates from this search, a second search was conducted over possible
� values; the best parameter settings were selected again by comparing word error rates.

Figure 6.10 shows the entire processing chain for word d-trees. Lattices were
constructed by the noway recognizer, using the best static dictionary from Chapter 5
(BN97+98). From these lattices, the 100 best hypotheses were derived, with a �rst-best
hypothesis error rate of 23.6%. The best word d-trees from the optimization process proved
to be the segmental-context-only trees, where pronunciations with probabilities of less than
0.01 were discarded. The optimal acoustic interpolation parameter was 0.55 (slightly fa-
voring the dynamic acoustic scores over the static acoustic scores). Without interpolation,
the dynamic pronunciation model had the same error rate as the static 1-best hypothesis.
However, interpolating the two scores brought a 0.5% absolute error reduction.

Even though the word trees had the same baseline error rate as the 1-best hy-
pothesis, an examination of the actual word sequences produced by each system found that
the word hypotheses were often di�erent. In these cases, it is often advantageous to com-
bine hypotheses at the word level. The rover system from NIST [Fiscus, 1997] blends
hypotheses that have words annotated with con�dence scores. I integrated the �rst-best
hypothesis, the best hypothesis from the word d-trees without acoustic score interpolation,
and the best post-interpolation hypothesis; each word in all three hypotheses was anno-
tated with the nPP acoustic con�dence score (Section 5.3.5). I conducted a search over
the combining parameters of rover;26 the best resulting word error rate was very similar
to the interpolated acoustic score result (23.0%). Despite the small gain, I suspected that
using rover in this way would provide robustness in recognition on independent test sets.

26
rover has several parameters that can be tuned; the best results were found by using the maximum

con�dence metric, with alpha=0.3 and Null conf=0.7.
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Noway Abbot96
24.2% WER

23.6% WER
1-best hypothesis Word trees: 100-best rescoring

23.6% WER

System chooses
entire hypothesis

based on
acoustic and language

model scores

System chooses
individual words
from each hyp.

based on
confidence score

combined      =0.55λ

Noway BN97+98
23.5% WER

Lattices

100-best hypotheses

ROVER combination of word hypotheses
23.0% WER

23.1% WER

Lattice, word tree acoustic scores

Figure 6.10: Results of tuning the combination of word-based dynamic pronunciation models
with static dictionary components for 1997 Hub4E Subset.
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Noway Abbot96
24.2% WER

System chooses
entire hypothesis

based on
acoustic and language

model scores

System chooses
individual words
from each hyp.

based on
confidence score

combined       =0.5λ

Noway BN97+98
23.5% WER

Lattices

100-best hypotheses

ROVER combination of word hypotheses
23.1% WER

23.2% WER

23.6% WER
1-best hypothesis Syllable trees: 100-best rescoring

23.9% WER

Lattice, syllable tree acoustic scores

Figure 6.11: Results of tuning the combination of syllable-based dynamic pronunciation
models with static dictionary components for 1997 Hub4E Subset.
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I also performed the same tuning experiments on the syllable trees (Figure 6.11).
The performance patterns were very similar to those of the dynamic trees. The syllable
d-trees performed slightly worse by themselves than the 1-best hypothesis (23.9% WER
compared to 23.6%). The optimal � acoustic interpolation was an even weighting between
dynamic and static acoustic scores, providing 23.2% word error. The rover combination27

was again almost the same as the interpolated result.

6.5.6 Evaluation on 1998 Broadcast News test set

I evaluated the best word d-tree system and syllable d-tree system on the 1998
Broadcast News test set [Pallett et al., 1999], otherwise known as Hub4E-98. This inde-
pendent test set was divided into two parts, each consisting of roughly 1.5 hours of speech.
The �rst set contained news broadcasts from mid-October to mid-November of 1996, a time
period in between the 1997 and 1998 Broadcast News training sets (containing data from
1996 and 1997, respectively). The second test set consisted of data from June 1998. The
sprach 1998 evaluation system (reported in Cook et al. [1999]) included a vocabulary and
language model updated to contain news stories from 1997 and 1998.28 The dictionaries
tested here, however, used the older abbot96 vocabulary to ensure consistency across tests.
The dictionary training set is probably better matched to the �rst test set (Hub4E-98 1)
than to the second due to the temporal overlap of the two sets.

The results of the �nal evaluation for the static and dynamic dictionaries are
shown in Table 6.10. The static dictionary provides most of the improvement seen (0.6%
overall, p = 0:031); including the word d-trees increases the improvement to 0.9% (p =
0:014 compared to abbot96). Compared to the BN97+98 dictionary, word d-trees give
a small improvement in both test sets, whereas syllable d-trees show no improvement.
As hypothesized, rover does increase robustness; when the word d-trees are evaluated
independent of the rover combination, the word error rate is 21.7% in the uninterpolated
case and 21.4% in the interpolated case.

Tables 6.11 and 6.12 show the word error rates for the focus conditions de�ned in
the Broadcast News corpus, as well as separate error rates for female and male speech. The
new static and dynamic pronunciation models never help in the planned speech condition
(F0); in fact, performance degrades slightly in F0 for the 1996 test set (Hub4E-98 1) that
matches the training set more closely. For studio spontaneous speech (F1), word trees
double the static dictionary's performance increase over abbot96 (0.6% to 1.2%) for the
1996 test set, but for the 1998 test set, there is very little di�erence between the two
dictionaries. For the other focus conditions, the dynamic word trees almost always seem
to improve performance, the only exception being in the degraded acoustics condition (F4)
for the �rst test set. The biggest absolute performance increases for the word trees were in

27The best rover parameters for syllable d-trees used the maximum con�dence metric, but with alpha=0.5
and Null conf=0.85.

28There are some di�erences between the baseline system used here and that reported in [Cook et al.,
1999]; in particular, that system used the sprach98 dictionary reported in Chapter 5 and included a context-
dependent RNN as one of the acoustic models. In addition, there are many known improvements that have
not been implemented in either this system or the sprach system, such as acoustic adaptation, which should
improve results by 10-20% relative.
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Word Error Rates (%) for Broadcast News

Dictionary Hub4E-98 1 Hub4E-98 2 Hub4E-98 overall

abbot96 22.6 21.4 22.0

Static BN97+98 22.2 20.7 21.4

Dynamic word trees 21.9 20.4 21.1

Dynamic syllable trees 22.2 20.6 21.4

Table 6.10: Final evaluation word error rates for the on the 1998 Broadcast News evaluation
test sets.

the di�cult FX condition.29

The most impressive combined static/dynamic performance, though, is for the
telephone speech condition (F2): the automatically derived dictionaries were 12% better
(relative) in this condition (corresponding to a 4.3% absolute decrease in word error across
both test sets); even with the smaller test set size this is a signi�cant di�erence (p = 0:016).
This may be due to an interaction of the automatically derived pronunciation models with
the acoustic model A-Model II: one of the three neural net models was trained on 8kHz
(telephone) bandwidth speech using the Modulation Spectrogram Filtered (MSG) features.
Since the pronunciation data for the dictionaries were generated by A-Model II, these new
dictionaries may re
ect the improved acoustic modeling for this focus condition.

There do not seem to be any signi�cant patterns in word error rate due to gender.
The word trees improve word error rate by 0.9% to 1.0% compared to the abbot96 dictio-
nary in both female and one of the male test sets, the exception being Hub4E-98 1 male
speech, for which only a 0.4% improvement is seen.

Dynamic rescoring with syllable trees was almost always worse than rescoring with
word trees when compared across focus conditions. The syllable trees were also inconsistent
with respect to the BN97+98 dictionary, sometimes performing better and sometimes worse.

6.6 Summary

The foundation of the work in this chapter was started at the 1996 Johns Hopkins
Summer Workshop, where I collaborated with a research team that found that automat-
ically learned pronunciation models improved performance on the Switchboard corpus by
around 1% absolute. Almost all of the gain was due to building static pronunciation mod-
els directly from phone recognition; decision tree-smoothed static models were only 0.2%
absolute better. Dynamic rescoring did not show any improvement.

Four basic questions motivated the research reported in this chapter. First was
the question of whether dynamic rescoring would actually improve results at all. Subse-
quently, existence proofs for dynamic rescoring have been o�ered by Riley et al.'s [1998]

29The FX category contains all the speech that was di�cult to �t into one of the other categories; usually
this speech �ts into more than one of the F0-F5 categories, e.g., foreign accented speech over telephone lines.
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1997 JHU Workshop system that found improvements on Switchboard using dynamically
rescored bigram lattices, and Finke and Waibel's [1997b] Switchboard system that dynam-
ically changed phonological rule probabilities based on a hidden \speaking mode" variable.
The work in this chapter adds to this evidence by showing that improvements over a well-
tuned static dictionary are possible by dynamic rescoring of n-best lists using a word-based
decision tree dictionary.

Another research question was whether building longer-term decision trees (to the
extent of the syllable or word) would improve modeling. By making trees word- or syllable-
speci�c, I hoped that the tree-building algorithm would spend less e�ort trying to model
syllable or word-internal variation, and focus on e�ects at the model boundaries that were
dependent on features other than the phonetic context. The comparison of syllable trees
to phone trees bears this out: even when phone d-tree models are constructed with the
knowledge of the possible pronunciation variants for a particular word (as was given to the
syllable models), they are still worse than syllabic models in both test set probability and
pronunciation coverage.

The models in this chapter also included extra features that were found to a�ect
pronunciations in Chapter 3. In particular, various measures of speaking rate and word
probability were given to the d-tree learning algorithm. Word duration was the most e�ec-
tive factor, followed by the localized speaking rate. It is clear that these features as a class
are secondary to the phone, syllable, and word context; but part of the increase in the test
set log probability can be attributed to the inclusion of these features. It appears, however,
that their presence in the trees does not help ASR system accuracy for these experiments
and methods.

The �nal question was whether techniques designed for the spontaneous speech of
the Switchboard corpus would carry over to other corpora. The Broadcast News corpus
is an excellent test case for this because the evaluation set is divided into di�erent focus
conditions, allowing comparison of recognition of planned speech to that of spontaneous
speech. In the previous chapter, it was demonstrated that static pronunciation models
improved recognition results in all focus conditions. In contrast, dynamic models seem to
improve the non-F0 conditions (i.e., focus conditions other than planned studio speech),
particularly spontaneous speech and speech with background music. Unlike static dictio-
naries, performance of dynamic models are more dependent on the acoustic model used:
rescoring with trees not matched to the original static dictionary (used to generate lattices)
does not produce good results.

Several extensions that I thought would be useful did not improve decoding. As
mentioned above, questions remain about the robustness of speaking rate and word pre-
dictability features, since trees using only segmental context outperformed trees using all
features. Attempts to integrate the pronunciation model earlier in the decoding by rescoring
lattices instead of n-best lists also proved to be ine�ectual compared to just rescoring the
top 100 hypotheses. I still believe, though, that both of these ideas should help recognition,
particularly because of the pronunciation analyses in Chapter 3. Future research will be
needed to re�ne the experiments performed here, as addressed in the next chapter. For
instance, the con�dence-based pronunciation evaluation that Gethin Williams and I devel-
oped for static dictionaries (see Section 5.3.5) may help determine when the extra-segmental
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features would be more robust.

Dynamic dictionary rescoring has provided a small decrease in word error rate
on the Broadcast News corpus, in the range of 2% relative improvement over an improved
static dictionary; the total improvement compared to the abbot96 dictionary was 4-5%
relative depending on the acoustic models and test set used for evaluation. While I am
slightly disappointed that the �nal improvement was not larger, historically, progress on
the Broadcast News corpus has usually been made in small increments. These studies
are intended to guide future modelers toward a better model of the dynamic variation of
pronunciations seen in continuous speech.



147

Chapter 7

Conclusions

7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.1.1 Linguistic analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.1.2 Recognizer analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.1.3 Building better dictionaries . . . . . . . . . . . . . . . . . . . . . . . . 149

7.2 Discussion and future directions . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.3 Final thoughts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.1 Summary

The �eld of ASR pronunciation modeling has been enjoying a renaissance in re-
cent years, particularly with system developers tackling the di�cult problem of recognizing
spontaneous speech. Understanding phonetic variation has become a priority for many re-
searchers; this topic has engendered a workshop [Strik et al., 1998], several projects within
workshops dedicated to the improved recognition of spontaneous speech [Ostendorf et al.,
1997; Weintraub et al., 1997; Riley et al., 1998], and a renewed interest in linguistic tran-
scription of speech [Greenberg, 1997b]. This thesis contributes to the �eld in two ways:
�rst, I have analyzed pronunciations in the Switchboard corpus, �nding correlations be-
tween pronunciation di�erences, speaking rate, and word predictability; second, the latter
half of the thesis shows how building context, in its various forms, into static and dynamic
ASR pronunciation models can improve performance in speech recognizers.

7.1.1 Linguistic analyses

Chapter 3 was devoted to the study of pronunciation statistics in the Switchboard
corpus, examining both general trends across an entire corpus and the statistics of individual
linguistic segments. I investigated the e�ects of speaking rate and two measures of word
predictability on pronunciations in the corpus.

Throughout the corpus as a whole, it became clear that variations in speaking
rate and predictability correlate with pronunciation di�erences: the percentage of phones
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pronounced according to dictionary form decreases with increased speaking rate. Faster
speaking rate and high unigram probability of the word also corresponded to an increase
in the entropy of phone distributions. On the other hand, not all linguistic units were
equally a�ected by these factors. Investigations of individual syllables and words sometimes
revealed idiosyncratic patterns of reduction due to word predictability and speaking rate.
This suggested that modeling syllables and words, rather than phones, may be appropriate
in a dynamic pronunciation dictionary.

In another important �nding, the investigated features did not independently in
u-
ence pronunciation phenomena. Word frequency had an impact on how much pronunciation
varied with variations in speaking rate: syllables selected from high-frequency words showed
the largest pronunciation di�erences corresponding to di�erences in speaking rate. Statis-
tics for the probability of canonical syllable pronunciations were also dependent on syllable
structure and stress. These correlations indicate that these features should be included
jointly within an ASR pronunciation model.

The phonetic transcription of the Switchboard corpus sometimes indicated severe
phonological reductions, in which a word had little or no phonetic data associated with it
| resulting in a phonetic segmentation with a completely \deleted" word, despite the fact
that the word could be heard in the transcription. Cues from timing and feature spreading
may enable listeners to comprehend the non-phonetic words. These examples, however,
occurred in very restricted syntactic environments, suggesting that higher-level constraints
facilitate identi�cation of these words. Most of these examples could be modeled either
with the use of n-gram statistics, or by modeling frequent collocations (word pairs). This
suggested that including both n-gram statistics and neighboring word identities in ASR
pronunciation models could improve recognizer performance.

7.1.2 Recognizer analyses

Chapter 4 presented an analysis of two speech recognizers, with the aim of deter-
mining the e�ect of speaking rate and word predictability on pronunciations in the context
of ASR system. One recognizer was a Gaussian HMM system trained on the Switchboard
corpus, the other a Hybrid Neural Network/HMM system trained to recognize Broadcast
News utterances. For both systems, I studied the matching of the recognizer pronuncia-
tion model to a phonetic transcription, contrasting recognizer performance in conditions for
which the transcription agreed with the recognizer dictionary against conditions for which
the model mismatched the transcription.

Switchboard recognizer performance decreases in cases where the transcription
does not match the canonical (dictionary) pronunciation. This can be devastating for
overall performance because words in this corpus are pronounced canonically only 33% of
the time. When errors are categorized by word predictability, the recognizer performs more
poorly for very unlikely words than for likely words. However, errors attributable to the
pronunciation model occur only when words are likely (log unigram probability > -4 or log
trigram probability > -3); for unlikely words, canonically and non-canonically pronounced
words are recognized with similar error rates.
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Speaking rate also plays a signi�cant role in determining recognizer errors. The
accuracy of the Switchboard recognizer decreases by 14% absolute when performance for the
fastest speech is compared against performance for slow speech; this trend is consistent with
�ndings in other corpora [Mirghafori et al., 1995; Siegler and Stern, 1995; Fisher, 1996a].
Some of this increase in error is attributable to the pronunciation model; the di�erence in
error rates between canonically and non-canonically pronounced words for fast speech is
twice that of slow speech.

An analysis of the sprach Broadcast News recognizer found that many of the pro-
nunciation model error patterns were similar to that of the Switchboard recognizer, despite
the fact that an automatic phone transcription was used to determine ground truth instead
of hand transcriptions. This bodes well for automatic pronunciation learning systems, since
lessons learned from analysis of linguistically based transcriptions may help improve auto-
matically derived models. Speaking rate a�ected recognizer performance in this corpus as
well, although increased recognition errors were seen in both the slow and fast extremes,
in contrast to the Switchboard system, which performed well on slower speech. The other
major di�erence between the Switchboard and Broadcast News recognizers was the percent-
age of canonically pronounced words depending on word frequency; in Switchboard, more
frequent words were less likely to be canonical, whereas the opposite was true for Broadcast
News. This re
ected the bias of the training set on acoustic models: the likely words were
seen more frequently in the training set, so in the automatic transcription of Broadcast News
the acoustic models were more likely to produce canonical dictionary transcriptions when
these words were presented in the test set. Since the Switchboard corpus was phonetically
transcribed by linguists, the transcription of that corpus did not re
ect this bias.

Evaluating recognizers on the Broadcast News corpus allowed for a comparison of
planned and spontaneous speech. When error rates for non-canonical pronunciations were
compared to error rates for canonical pronunciations, the decrease in accuracy due to non-
canonical pronunciation was much larger in the spontaneous speaking style. Acoustically
noisy conditions, such as telephone speech, also induced the acoustic models to produce a
more non-canonical phonetic transcript, contributing to pronunciation model error in this
corpus.

Thus, pronunciation model mismatches with transcribed data are a signi�cant
source of errors in speech recognition systems. This corroborates the �ndings of McAllaster
et al. [1998]; by simulating acoustic data from both dictionary alignments and phonetic
transcriptions of the Switchboard corpus, they found that the pronunciation dictionary was
a signi�cant source of errors in their spontaneous speech system. By including speaking
rate and word predictability in my analysis, I was able to pinpoint some of the conditions
under which the pronunciation model performed poorly.

7.1.3 Building better dictionaries

Chapters 5 and 6 were concerned with improving the dictionaries in our Broadcast
News recognizer, taking into account some of the lessons learned in Chapters 3 and 4.
In the �rst set of experiments, the baseline static dictionary was improved by automatic
pronunciation learning techniques. The second set of experiments focused on dynamically
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selecting the appropriate pronunciation model based on an extended concept of context,
including segmental context, speaking rate, word duration, and word predictability.

For static dictionaries, instead of learning pronunciations directly from phone
recognition, it was bene�cial to constrain recognition using decision trees, by means of
smoothed phone recognition. Decoding with the constrained dictionary was slightly better
than with the plain phone recognition dictionary in terms of word error rate; perhaps more
importantly, the new dictionary did not increase decoding time as much. Even with this
speedup, though, the decode time was 3.3 times as long as decoding with the baseline dic-
tionary, so pruning techniques based on word frequency were used to select the appropriate
pronunciations, resulting in slightly better accuracy and a large improvement in decoding
time (146% better than the unpruned dictionary). Con�dence measures also proved useful
for model selection, providing an additional gain in accuracy and speed, as well as for the
evaluation of new baseforms generated by letter-to-phone decision trees.

Using the pronunciation transcripts generated by smoothed phone recognition, I
trained decision trees to predict the pronunciations of individual syllables and words, based
on the extended context. The motivation for constructing these longer-term models (as
opposed to constructing phone models) was to allow the decision tree learning algorithm to
focus on �nding pronunciation variations at syllable or word boundaries, rather than the
less frequent syllable- or word-internal variations. This was an e�ective strategy, as syllable
models achieved a better test set log probability and test set pronunciation coverage than
comparable phone models. Both syllable and word trees showed large increases in the log
probability of pronunciations in the test set; most of the gain can be attributed to word,
syllable, and phone context, but extra-segmental features did also provide some bene�t.

When word and syllable trees were employed in n-best rescoring, the results were
equivocal. Initial experiments were somewhat promising; syllable d-trees trained on 100
hours of Broadcast News data were slightly better than the baseline (0.4% absolute), al-
though this gain was due almost completely to improvements in the spontaneous focus
condition (1.4% absolute) and speech with background music condition (0.9% absolute).
Word d-trees did not perform as well in this experiment, decreasing word error rate by
only 0.2%. The tables were turned, however, when the full 200 hour training set was used
| word trees gained 0.3-0.6% over the baseline (depending on the test set) compared to
0-0.5% gain for the syllable trees. The disappointing part of this result was that the trees
performed best when the extra-segmental features were removed from consideration dur-
ing training, perhaps indicating that these features are not currently robust enough for
accurate prediction of pronunciation probabilities in an automatic learning system. The
dynamic rescoring results are disappointing from another perspective: experiments by Sar-
aclar [1997] and McAllaster and Gillick [1999] indicate that a large reduction in word error
(on the order of 50%) is possible if the correct pronunciation models are employed at the
right time. In the next section, I will examine possible directions for future work that may
come closer to achieving this goal.

Because the test sets for the Broadcast News corpus were subdivided into di�erent
focus conditions, I was able to evaluate the performance of the new static and dynamic
pronunciation models on di�erent types of speech. In the �nal test set, both static and
dynamic dictionaries improved recognition only in the non-planned speech conditions, in-
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cluding a 12% relative error reduction in the telephone speech focus condition. This last
result indicates that the automatically derived pronunciation models are probably capturing
acoustic model variability due to channel di�erences; it may also indicate improved acoustic
modeling for that condition, since one of the MLP acoustic models was trained with 8kHz
band-limited data to better model speech from this focus condition. Dynamic rescoring
of word d-trees showed the largest improvement over static dictionaries in the FX focus
condition of the Broadcast News test set, which contained the di�cult-to-classify (and also
di�cult-to-recognize) speech, improving recognition in this class by 1% absolute over the
static dictionary.

7.2 Discussion and future directions

The disparity between improved performance of decision tree classi�ers and the
lack of large improvements when these models are employed in dynamic rescoring of n-best
lists is puzzling. One would believe that improving the log probability of pronunciations
in a test set would decrease the word error rate by a larger amount. These results also
seem at odds with those of both Saraclar [1997] and McAllaster and Gillick [1999]; through
best-case-scenario studies they suggest that improved pronunciation models should bring
much lower word error rates.

This disparity in results is not without parallel in the speech recognition literature,
however. Improvements in language models (the probability of a word sequence P (M)) are
often reported in terms of reduction of perplexity, a measure related to the average log
probability metric I used to evaluate pronunciation models. Sometimes, even with large
decreases in perplexity, improved language models do not change the word error rate much.1

The decoupling between perplexity and word error rate has been well documented by ASR
researchers; it appears that this phenomenon applies to pronunciation modeling as well as
to language modeling.

This parallel behavior between pronunciation and language models may allow some
insight into the reasons behind the disassociation of these metrics. Pronunciation models
and language models are dissimilar from acoustic models in that they are in some sense
a priori models of language: codi�ed top-down knowledge systems that say \under these
conditions, this model is expected to apply." Because of the way most speech recogniz-
ers decompose the probability model (argmaxP (M jX) = argmaxP (XjM)P (M)), these
models do not depend on the acoustic data; thus, they are lacking in bottom-up language
constraints. Perhaps this lack of dependence of a priori models (language and pronunci-
ation models) on acoustic data contributes to the disparity between perplexity (which is
independent of acoustics) and word error rate (which depends on the acoustics). It is not
clear how the dependency on acoustics can be implemented in a language model without
radically changing the models.2 An argument against this position is that the word and

1An informal survey of language modeling papers in some of the most recent speech recognition con-
ferences (ICASSP 1997, 1998, and 1999) reveals that in some studies, improved perplexity accompanied
improved word error rate. In others, the word error rate was almost unchanged. A third set of studies did
not report the word error rate.

2The REMAP framework of Konig et al. [1995] decompose the probability model by setting P (M jX) =
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syllable d-trees in this thesis did have some dependence on local acoustic measures (e.g.,
the mrate speaking rate estimate), yet a di�erence in perplexity and word error results
persisted; it could be that there was not enough dependence on acoustics in this model to
matter in evaluation, or that the above hypothesis that acoustic data makes the di�erence
between perplexity and word error rate is incorrect. Since all of the models within a speech
recognizer must interact, it may be the case that we do not understand how to integrate
the information they provide correctly; also, improvements in the pronunciation model may
be masked by errors made in other components of the system.

Further insight may be gained by comparing the work in Chapter 6 to other dy-
namic pronunciation models in the literature. Both Weintraub et al. [1997] and Riley et al.
[1998] constructed stream-transformation models to predict pronunciations on a phone-by-
phone basis for the Switchboard corpus; the primary di�erence between the two experiments
was that Weintraub et al. used phone recognition to determine the phonetic training data,
whereas Riley et al. bootstrapped from the hand-transcribed labels provided by the Switch-
board Transcription Project.3 Besides the orientation toward phones rather than syllables
and words, the main di�erence between these studies and the models in Chapter 6 was the
inclusion in my study of extra-segmental factors in the word and syllable models, although
these factors were not used in the �nal results (see pp. 137{142). For both Weintraub
et al. and Riley et al. [1998], the addition of dynamic rescoring with d-tree pronuncia-
tion models in essence changed only pronunciations at word boundaries due to the context
of the surrounding words, as word-internal pronunciation variation could be captured by
compilation into a static dictionary (as in Chapter 5). Both studies found that dynamic
rescoring did not improve word accuracy over static dictionaries;4 Weintraub et al. found
that dynamic rescoring degraded results (-0.3%), whereas Riley et al. saw a very small in-
crease in accuracy (0.05%) when cross-word models were used. This suggests that the small
improvement in the word trees in my experiments may be due to the cross-word models
acting as multi-word models, which Riley et al. found to be e�ective in the Switchboard
domain.

Another successful approach to dynamic pronunciation modeling has been that of
Finke and Waibel [1997b], who implemented a system that incorporated variables correlated
with speaking mode. The backbone of their system was a set of probabilistic phonological
rules, similar to the rules used by Tajchman et al. [1995b],5 but expanded to include common
multi-word phrase rules (e.g., going to ) gonna). The main di�erence between the systems
was that Tajchman et al. computed the rule probabilities unconditionally, whereas Finke
andWaibel estimated rule probabilities by decision trees; probability distributions depended
on both the word context features (including word identity and unigram probability) and
extra-segmental features such as speaking rate and word duration. Including word context
dependencies in phonological rule probability estimation improved error rate by 1.6% on
the Switchboard corpus (28.7% to 27.1%); adding conditioning based on extra-segmentalP

Q
P (QjX)P (M jQ;X). This decomposition does allow the language and pronunciation models to depend

directly on the acoustics.
3There were other di�erences between the models, e.g., the encoding scheme for phonemes in the system.
4Both studies did achieve improvements using an improved static dictionary, obtaining roughly a 1%

absolute improvement.
5See Chapter 2, page 22 for the list of rules used by Tajchman et al.
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features improved error rate by another 0.4%.6

The primary di�erence between the Finke and Waibel system and the dynamic
trees in Chapter 6, therefore, is what decision trees are estimating (probabilities of phono-
logical rules, or probabilities of word or syllable pronunciations). Finke and Waibel's [1997b]
d-tree phonological rule system limits the possible pronunciation variations allowed in the
model using pre-compiled linguistic knowledge of variations; thus, it may not capture some
of the acoustic model variation that is modeled by automatically induced d-tree rules.
What the phonological rule system gains is generality across words | rules can be word-
dependent, but can also apply across all words. Estimating rule probabilities in this way
pools the training data across many words, which can improve probability estimates.

That the phonological rule system works well for improving pronunciation models
suggests that incorporating top-down linguistic variations, rather than learning them auto-
matically, may provide better results, at least for spontaneous speech. Since automatically
derived models provided the best performance in acoustically noisy conditions, another pos-
sibility is to implement a hybrid strategy: use phonological rules for spontaneous speech,
and automatically derived models for noisy speech. If the focus condition of the segment
being decoded can be estimated from the acoustic signal (e.g., determining telephone speech
by the bandwidth of the signal), then one may be able to switch between these models, or
merge them in some fashion.

It is encouraging that Finke and Waibel's system was able to use extra-segmental
variables to improve pronunciation models. Their system included slightly di�erent features
than did my system, such as deviation from the mean word duration and fundamental
frequency; these could be integrated into the syllable and word trees. Other features that
might merit inclusion are the spectral energy (both local and global), as well as estimates
of acoustic stress [Silipo and Greenberg, 1999]. Some of the context features in the syllable
and word d-trees may also not be robust enough for use in a pronunciation model; future
studies should examine the utility of di�erent variables.

One of the main premises of this thesis was modeling the variation of phone pro-
nunciations within syllable and word models. The disconnection between perplexity-based
evaluations of pronunciation models and speech recognition results may suggest that the
phone is too coarse of a unit to be modeling this type of variation. Recent work by Finke
et al. [1999] and Kirchho� [1998] suggests that using phonetic features may allow for �ner-
grained control of models of pronunciations. In the model of Saraclar et al. [1999], pronun-
ciation variations are described at the HMM state level (through the sharing of Gaussian
distributions) rather than at the phone level. These proposals blur the line somewhat
between acoustic models and pronunciation models; perhaps the integration of these two
models may be necessary to better capture pronunciation variation.

A lesson learned from both the linguistic investigations of Chapter 3 and the

6Finke and Waibel compared a system that used rule probabilities conditioned on the words (P (rjw))
against a system that used rules without probabilities. One wonders how much of the 1.6% improvement is
due to inclusion of word context, and how much is due to having probabilities on the rules. Unfortunately,
they did not report on a system that just used rules with unconditional probabilities (P (r)), although it
appears that classi�cation of pronunciations was improved only slightly by the inclusion of word context
[Finke and Waibel, 1997b, �gure 1].
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decision tree examples presented in Chapter 6 was that there is a signi�cant interaction
among extra-segmental factors. In addition, some of the real-valued features (as opposed
to categorical features) varied smoothly with pronunciation variation | that is, there were
sometimes no natural partition points for determining pronunciation distributions. This
suggests that decision trees, which recursively partition the training set, may not be the
best classi�er for this task. Instead, neural net classi�ers (as used by Fukada et al. [1999])
may allow for more natural integration of real-valued attributes into the model.

The experiment that integrated acoustic con�dence measures in the static dictio-
nary construction (Chapter 5) demonstrated that changing the baseform selection scheme
can improve results. A future direction for decision tree pronunciation models is to select
the pronunciations for each word based on con�dence scores; this idea could be extended
by selecting d-tree partitions based on overall con�dence scores rather than entropy-based
partitioning. Other possible techniques for model selection would be to maximize a phonetic
distance between baseforms to increase the span of pronunciations for each word [Holter
and Svendsen, 1998], or to maximize discriminability between pronunciations of di�erent
words, in hopes of reducing confusability among words.

The results in this thesis have been achieved using mostly context-independent
acoustic models. Dynamic rescoring using d-tree pronunciation models should also be tried
at some point with context-dependent acoustic models, to see if they would still give an
improvement over baseline models. The static dictionary created in this thesis has been
used with a Context-Dependent Neural Network (CDNN) acoustic model as part of the
sprach system, although a comparison between the old abbot96 dictionary and the new
sprach dictionary was not carried out with the context-dependent models. It has been
noted by some researchers that context-independent systems often show more improvement
with better pronunciation modeling than do context-dependent systems, although these
observations were made mostly about Gaussian HMM recognizers. Since neural net acous-
tic models implement context-dependency in a di�erent way than \traditional" systems
[Bourlard et al., 1992; Franco et al., 1992; Kershaw et al., 1996], it is not clear that this
postulate will hold true for CDNN models.

7.3 Final thoughts

In this work, I have improved pronunciation models for automatic speech recog-
nition. This thesis contributes to the linguistic literature an analysis of pronunciations
within a large corpus of spontaneous speech; in particular, word predictability and speak-
ing rate were shown to be good predictors of pronunciation variability, con�rming and
extending other studies of this phenomena. Within the speech recognition realm, this the-
sis contributes a detailed study of the e�ects of pronunciation model errors on recognition
performance, and an examination of automatic pronunciation learning techniques that im-
prove performance a relative 4-5% for a large speech corpus. It also raises the question of
how to evaluate pronunciation models: standard techniques for judging model quality do
not necessarily translate into improvements in word error rate.

As people increasingly use speech as a natural interface to computers, the speech
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recognition community will be faced with the challenge of recognizing more and more nat-
ural, spontaneous speech in a wide array of acoustic conditions. These factors increase the
variability of the ways that people speak, as well as the ways that recognizer acoustic models
respond to speech input. The work in this dissertation has taken a small step toward the
goal of creating a better model for this variability.
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Appendix A

Phone symbols used in ASR

The following are the set of symbols used in this thesis. The ASCII version of the
set is based on the symbol set of TIMIT [Garofolo et al., 1993], a hand-labeled read-speech
database commonly used in the ASR community. The IPA equivalent of each phone is also
listed.
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ASR Phone Symbols

TIMITset IPA Example TIMITset IPA Example

pcl po (p closure) bcl bo (b closure)

tcl to (t closure) dcl do (d closure)

kcl ko (k closure) gcl go (g closure)

p p pea b b bee

t t tea d d day

k k key g g gay

q b bat dx D dirty

ch �tM choke jh �d` joke

f f fish v v vote

th S thin dh � then

s s sound z z zoo

sh M shout zh ` azure

m m moon n n noon

em mj bottom en nj button

ng 8 sing eng 8j Washington

nx ~D winner el lj bottle

l l like r r right

w w wire y j yes

hh h hay hv $ ahead

er � bird axr � butter

iy i beet ih ) bit

ey e bait eh � bet

ae � bat aa � father

ao = bought ah � but

ow o boat uh ? book

uw u boot ux �u toot

aw �w about ay �y bite

oy =y boy ax-h �y suspect

ax � about ix + debit

epi (epenthetic sil.) pau (pause)

h# (silence)
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Appendix B

Syllable and Word D-tree

Examples

Chapter 6 describes the process of building word and syllable decision trees for
the Broadcast News corpus, and presents a few example trees. In this appendix, I present
automatically-derived trees that illustrate various linguistic phenomena; these trees were not
included in the main chapter because of space considerations. The �rst section describes
word-based d-trees; syllable trees are presented in the second section. Table B.1 lists the
values of the categorical features used in the d-trees, as described in Section 5.3.1; Table B.2
lists some abbreviations found in these examples.

Stress unstressed, primary, secondary, unknown

Consonant manner of
adjacent phone

voiceless stop, voiced stop, silence, approximant, syllabic,
voiceless fricative, voiced fricative, nasal, n/a (=vowel/pause)

Consonant place of ad-
jacent phone

labial, dental, alveolar, post-alveolar, palatal, velar, glottal,
n/a (=vowel/pause)

Vowel manner of adja-
cent phone

monophthong, w-diphthong, y-diphthong, n/a (=conso-
nant/pause)

Vowel place of adja-
cent phone

cross between height (high, mid-high, mid-low, low) and front-
ness (front, mid, back), or n/a (=consonant/pause)

Phone ID aa, ae, ah, ao, aw, ax, axr, ay, b, bcl, ch, d, dcl, dh, dx, eh, el,
em, en, er, ey, f, g, gcl, h#, hh, hv, ih, ix, iy, jh, k, kcl, l, m,
n, ng, ow, oy, p, pcl, r, s, sh, t, tcl, th, uh, uw, v, w, y, z, zh

Table B.1: Values of some categorical attributes in decision trees
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cur = current
len2prevpause = time since the previous hypothesized pause

localrate = speaking rate from duration of three words in the current
hypothesis being rescored

mrate = interpausal speaking rate from the mrate measure
phoneID = identity of the phone

prev = previous
ratedi� = recograte-mrate

rateratio = mrate/recograte
recograte = interpausal speaking rate from best hypothesis in �rst pass

recognition
sylID = identity of the syllable

trigram = trigram probability of the word
wordID = identity of the word
worddur = duration of the word

Table B.2: Some abbreviations found in the tree examples in this appendix.

B.1 Word trees

ACTUALLY next cons_place in alveolar

ae_kcl_k_ch_uw_el_iy 0.077
ae_kcl_k_sh_uw_el_iy 0.923

true

next trigram more_likely_than -1.163

false

cur trigram more_likely_than -2.762

true

next trigram more_likely_than -1.9686

false

ae_kcl_k_ch_uw_el_iy 0.822
ae_kcl_k_sh_uw_el_iy 0.178

true

ae_kcl_k_ch_uw_el_iy 0.315
ae_kcl_k_sh_uw_el_iy 0.685

false

ae_kcl_k_ch_uw_el_iy 0.051
ae_kcl_k_sh_uw_el_iy 0.949

true

ae_kcl_k_ch_uw_el_iy 0.431
ae_kcl_k_sh_uw_el_iy 0.569

false

Example 1: The fact that a medial consonant in the word actually can be a�ected by context
is unusual; typically one would expect pronunciations that vary medially to not depend on
the segmental identity of a neighboring word. It is unclear why having a following alveolar
consonant makes the [sh] pronunciation so likely.
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AFTER next cons_place in labial,dental

cur worddur < 0.312

true

eh_f_tcl_t_axr 0.026
ae_f_tcl_t_ax 0.039
ae_f_tcl_t_axr 0.934

false

next phoneID in dh,UNK

true

eh_f_tcl_t_axr 0.001
ae_f_tcl_t_ax 0.210
ae_f_tcl_t_axr 0.789

false

eh_f_tcl_t_axr 0.008
ae_f_tcl_t_ax 0.786
ae_f_tcl_t_axr 0.206

true

eh_f_tcl_t_axr 0.053
ae_f_tcl_t_ax 0.361
ae_f_tcl_t_axr 0.586

false

Example 2: The major pronunciation variation for the word after is the loss of the �nal
r-coloration on the schwa, which seems to occur most frequently when the following word
starts with a frontal consonant. The sub-selection for the phone [dh] may be a frequency
e�ect: very few words actually start with this phone, but they are all frequent words (the,
this, they, that, their, them, those, they're, and these). The unknown category in this case
covers the phones [p],[m],[n], and [v], but the [dh] phone dominates these others, with
about 95% of the training data.
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AN prev phoneID in h#,ey

ae_n 0.972
ax_n 0.027
ih_n 0.001

true

cur worddur < 0.104

false

prev phoneID in iy,uw,ng,dx,d,ax

true

prev phoneID in dh,dx,k,m,r,s,t,v,z

false

cur worddur < 0.056

true

ae_n 0.056
ax_n 0.906
ih_n 0.038

false

ae_n 0.031
ax_n 0.958
ih_n 0.011

true

cur mrate < 3.89

false

ae_n 0.551
ax_n 0.430
ih_n 0.019

true

prev phoneID in uw

false

ae_n 0.022
ax_n 0.149
ih_n 0.829

true

ae_n 0.107
ax_n 0.466
ih_n 0.426

false

cur worddur < 0.168

true

next phoneID in iy,eh,er,ey,UNK

false

ae_n 0.215
ax_n 0.712
ih_n 0.073

true

ae_n 0.674
ax_n 0.294
ih_n 0.032

false

ae_n 0.247
ax_n 0.429
ih_n 0.324

true

ae_n 0.662
ax_n 0.195
ih_n 0.143

false

Example 3: For the word an, the major variation is in the quality of the vowel; there is one
full pronunciation ([ae n]), and two reduced pronunciations ([ax n] and [ih n]). Two ma-
jor factors a�ect pronunciation choice: duration determines the choice of reduced/unreduced
(longer examples are unreduced), and the adjacent phones determine the vowel height of
reduced vowels. For example, in the lowest node on the tree, if the previous phone is [uw]
(a high vowel), then the pronunciation [ih n] is much more likely than [ax n].
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BILLION cur localrate < 4.4065

bcl_b_ih_l_y_n 0.772
bcl_b_ih_l_iy_ax_n 0.228

true

bcl_b_ih_l_y_n 0.026
bcl_b_ih_l_iy_ax_n 0.974

false

MILLION cur localrate < 4.918

cur worddur < 0.36

true

m_ih_l_y_n 0.038
m_ih_l_iy_ax_n 0.962

false

m_ih_l_y_n 0.819
m_ih_l_iy_ax_n 0.181

true

m_ih_l_y_n 0.235
m_ih_l_iy_ax_n 0.765

false

DIFFERENT cur localrate < 6.394

cur localrate < 4.4845

true

dcl_d_ih_f_r_ih_n_tcl 0.015
dcl_d_ih_f_axr_ax_n_tcl 0.985

false

dcl_d_ih_f_r_ih_n_tcl 0.840
dcl_d_ih_f_axr_ax_n_tcl 0.160

true

dcl_d_ih_f_r_ih_n_tcl 0.355
dcl_d_ih_f_axr_ax_n_tcl 0.645

false

FAMILIES cur worddur < 0.472

f_ae_m_el_iy_z 0.242
f_ae_m_l_iy_z 0.758

true

cur localrate < 4.5195

false

f_ae_m_el_iy_z 0.275
f_ae_m_l_iy_z 0.725

true

f_ae_m_el_iy_z 0.835
f_ae_m_l_iy_z 0.165

false

Example 4: These trees show the importance of how syllables are counted in determining
rate. At �rst glance, the observation that the unreduced version is actually correlated with
higher local speaking rate is counterintuitive. The localrate measure is computed by syllab-
ifying the pronunciations in the �rst-pass hypothesis, so if more syllables are present (as in
the unreduced variants) then there are more syllables per unit time, and therefore higher
rates. It may have been a mistake to include the rate based on the �rst-pass hypothesis,
since this will tend to favor the pronunciation selected by �rst-pass recognition. However,
these trees do indicate that an speaking rate calculation that determines the actual number
of syllables present (such as mrate), rather than the canonical number of syllables (given
by recograte) may be very useful.
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CAMPAIGN next cons_manner in vless-fricative,vowel,nasal

kcl_k_ae_m_pcl_p_ey_ng 0.081
kcl_k_ae_m_pcl_p_ey_n 0.919

true

next cons_place in labial

false

kcl_k_ae_m_pcl_p_ey_ng 0.793
kcl_k_ae_m_pcl_p_ey_n 0.207

true

cur ratediff < -2.1295

false

kcl_k_ae_m_pcl_p_ey_ng 0.695
kcl_k_ae_m_pcl_p_ey_n 0.305

true

prev len2prevpause < 2.216

false

next worddur < 0.2

true

kcl_k_ae_m_pcl_p_ey_ng 0.076
kcl_k_ae_m_pcl_p_ey_n 0.924

false

kcl_k_ae_m_pcl_p_ey_ng 0.046
kcl_k_ae_m_pcl_p_ey_n 0.954

true

cur localrate < 5.465

false

cur rateratio < 0.82269

true

kcl_k_ae_m_pcl_p_ey_ng 0.752
kcl_k_ae_m_pcl_p_ey_n 0.248

false

prev ratediff < -1.6535

true

kcl_k_ae_m_pcl_p_ey_ng 0.039
kcl_k_ae_m_pcl_p_ey_n 0.961

false

kcl_k_ae_m_pcl_p_ey_ng 0.193
kcl_k_ae_m_pcl_p_ey_n 0.807

true

prev trigram more_likely_than -3.4822

false

next cons_manner in vless-stop,silence,approximant

true

kcl_k_ae_m_pcl_p_ey_ng 0.101
kcl_k_ae_m_pcl_p_ey_n 0.899

false

kcl_k_ae_m_pcl_p_ey_ng 0.751
kcl_k_ae_m_pcl_p_ey_n 0.249

true

kcl_k_ae_m_pcl_p_ey_ng 0.127
kcl_k_ae_m_pcl_p_ey_n 0.873

false

Example 5: The phones [n] and [ng] can sometimes be allophonic, as in this example tree
for the word campaign. This variation may just be due to the nature of statistical modeling
within the speech recognizer, but it is also possible that it is capturing a physiological and
phonological e�ect. The tongue position after the penultimate phone [ey] is high in the
mouth with the tip of the tongue lowered; substantial tongue movement would be required
to reach the appropriate position for [n], whereas a small tongue movement to a velar
closure would produce [ng]. The speaker may be economizing e�ort in some situations,
such as when the next word begins with a labial stop, as in campaign promises.
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STATE next vowel_manner in consonant

s_tcl_t_ey_dx 0.003
s_tcl_t_ey_tcl 0.997

true

s_tcl_t_ey_dx 0.966
s_tcl_t_ey_tcl 0.034

false

GET next vowel_place in mid-low-back,consonant

next phoneID in ao,r,t

true

gcl_g_eh_dx 0.879
gcl_g_eh_tcl 0.017

gcl_g_eh_tcl_t 0.104

false

gcl_g_eh_dx 0.008
gcl_g_eh_tcl 0.112

gcl_g_eh_tcl_t 0.880

true

gcl_g_eh_dx 0.002
gcl_g_eh_tcl 0.993

gcl_g_eh_tcl_t 0.005

false

Example 6: These two trees (for state and get) display cross-word 
apping phenomena; the
realization of the �nal [t] depends on whether the next word starts with a vowel or not.
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LIVE prev wordID in TO

l_ih_v 0.957
l_ay_v 0.043

true

prev cons_place in dental,vowel,alveolar

false

next cons_place in labial,alveolar,dental,vowel

true

l_ih_v 0.028
l_ay_v 0.972

false

cur worddur < 0.264

true

l_ih_v 0.087
l_ay_v 0.913

false

l_ih_v 0.811
l_ay_v 0.189

true

prev worddur < 0.312

false

prev len2prevpause < 0.056

true

next worddur < 0.088

false

l_ih_v 0.778
l_ay_v 0.222

true

l_ih_v 0.164
l_ay_v 0.836

false

l_ih_v 0.177
l_ay_v 0.823

true

l_ih_v 0.868
l_ay_v 0.132

false

Example 7: This is an example where syntactic information would be a boon for dis-
ambiguating pronunciations. The verb live ([l ih v]) is pronounced di�erently than the
adjective live ([l ay v]); the top node in the tree de�nes a syntactic environment in which
only the verb form can occur (after the word to). If the d-tree learning process had notions
of syntax, it is clear that the resulting tree would be more compact: modeling power would
not be wasted trying to discriminate between these two parts of speech.
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SAME next phoneID in k,h#,s,t

s_ey_m 0.309
s_ey_n 0.691

true

s_ey_m 0.877
s_ey_n 0.123

false

Example 8: This tree exempli�es the process of place assimilation, at least to some degree.
The process of [m] being pronounced as [n] before [s] and [t] makes linguistic sense,
since these latter phones all are alveolar or post-alveolar. However, it is not clear why [k]

and [h#] (pause) are grouped in the same splitting condition.
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B.2 Syllable trees

The following describes trees for a few individual syllables. Many of the trees show
linguistic e�ects similar to those seen in the word trees, so fewer trees are displayed in this
section.

ae_s_k_t next cons_manner in vless-stop,vowel

next cons_manner in vowel

true

next unigram more_likely_than -2.8818

false

cur worddur < 0.312

true

ae_s_kcl_k 0.021
ae_s_kcl_tcl 0.207
ae_s_kcl_t 0.019

ae_s_kcl_tcl_t 0.754

false

ae_s_kcl_k 0.140
ae_s_kcl_tcl 0.042
ae_s_kcl_t 0.786

ae_s_kcl_tcl_t 0.032

true

ae_s_kcl_k 0.126
ae_s_kcl_tcl 0.065
ae_s_kcl_t 0.031

ae_s_kcl_tcl_t 0.778

false

ae_s_kcl_k 0.109
ae_s_kcl_tcl 0.830
ae_s_kcl_t 0.011

ae_s_kcl_tcl_t 0.050

true

ae_s_kcl_k 0.495
ae_s_kcl_tcl 0.249
ae_s_kcl_t 0.102

ae_s_kcl_tcl_t 0.154

false

Example 9: This tree corresponds only to the word asked. The stop burst for the �nal [t]
is frequently omitted when the next word starts with a consonant (particularly if the next
word is very likely), whereas if vowels follow the [t] burst is likely to occur.
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b_ae_d next cons_manner in lateral,vowel

next sylID in l_iy

true

next cons_manner in vless-fricative

false

bcl_b_ae_dcl 0.084
bcl_b_ae_tcl 0.022

bcl_b_ae_dcl_d 0.165
bcl_b_ae_v 0.729

true

bcl_b_ae_dcl 0.074
bcl_b_ae_tcl 0.019

bcl_b_ae_dcl_d 0.895
bcl_b_ae_v 0.012

false

bcl_b_ae_dcl 0.305
bcl_b_ae_tcl 0.666

bcl_b_ae_dcl_d 0.018
bcl_b_ae_v 0.012

true

bcl_b_ae_dcl 0.915
bcl_b_ae_tcl 0.078

bcl_b_ae_dcl_d 0.004
bcl_b_ae_v 0.003

false

Example 10: This tree represents the common syllable in the words Ahmedabad, bad, Bade-
lain, badlands, badly, badminton, Carlsbad, and Sinbad. There are two points to be made
here: the right side of the tree shows devoicing of the �nal [d] before voiceless fricatives,
and for some reason, the preferred pronunciation of badly is [b ae v l iy].
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hh_er prev sylID in h#

cur recograte < 3.481

true

cur worddur < 0.12

false

p_er 0.882
hh_er 0.089
d_axr 0.005

hh_axr 0.019
t_axr 0.005

true

p_er 0.180
hh_er 0.762
d_axr 0.009

hh_axr 0.039
t_axr 0.010

false

prev cons_place in alveolar,dental

true

p_er 0.024
hh_er 0.737
d_axr 0.020

hh_axr 0.171
t_axr 0.048

false

next phoneID in hh,f,ih,s

true

next cons_place in labial,glottal,dental,vowel

false

prev unigram more_likely_than -2.9637

true

prev unigram more_likely_than -3.5763

false

p_er 0.010
hh_er 0.072
d_axr 0.695
hh_axr 0.154
t_axr 0.070

true

p_er 0.019
hh_er 0.143
d_axr 0.014

hh_axr 0.183
t_axr 0.640

false

prev cons_manner in vcd-stop,vless-stop,approximant

true

p_er 0.013
hh_er 0.346
d_axr 0.009

hh_axr 0.205
t_axr 0.427

false

p_er 0.009
hh_er 0.185
d_axr 0.065

hh_axr 0.733
t_axr 0.007

true

p_er 0.007
hh_er 0.552
d_axr 0.187

hh_axr 0.248
t_axr 0.005

false

p_er 0.006
hh_er 0.198
d_axr 0.004

hh_axr 0.787
t_axr 0.005

true

p_er 0.055
hh_er 0.626
d_axr 0.005

hh_axr 0.308
t_axr 0.006

false

Example 11: This tree represents a syllable in 89 di�erent words. Two di�erent linguistic
e�ects are at play in this syllable. Since [hh] is an acoustically weak phone, the recognizer
has a di�cult time recognizing it| the features of previous phones may a�ect machine
perception of the onset to this syllable. For instance, at the starts of phrases, [p] can be
substituted for [hh], particularly in slow speech. If the previous word ends in an alveolar
or dental phone, then [hh] may be realized as [t] or [d] more frequently. The second
variability in pronunciation is the alternation between [er] and unstressed [axr]. Near
the top of the tree (in the second rank on the right), we see that longer words1 tend to have
the full vowel; below that point in the tree it becomes di�cult to disentangle the contextual
dependencies.

1Longer words in this case will probably include all multisyllabic words and longer instances of her, since
the division point at 0.12 seconds is roughly half the average syllable length.
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