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Today’s lecture: Pitch

Basic concepts in pitch detection

Practical issues in pitch tracking

The quiz ...
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Musical pitch: an experimental definition
Pitch (unit: Hz). The frequency of a sine wave whose 

pitch is heard to be the same as a played note.

A3 = 220 Hz A4 = 440 Hz



Timbre and Pitch Same pitch, different timbre
Why are the 
timbres different?

Contributing factor: 
Partial heights differ, 
and evolve differently 
over time. “Spectral Shape.”

Why is the pitch the 
same?

Why are both 
sounds pitched?

Frequency placement 
of partials share a 
common structure. Example by KENNETH STEELE, Appalachian State .

“Partials”

 Play.

 Play.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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Frequencies of 
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multiples of 
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waveform 
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pitch frequency.
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inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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Thus ... 
repeating 
shape may be 
subtle to 
detect directly.

Sounds 
whose 
partials
are not 
quite 
integer -
related 
still yield 
a sense of 
pitch -

Relative 
phases of 
partials need 
not be aligned 
- any phase 
relation yields 
a strong pitch.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-

Time

A

Time

350 550 750 1050 1350 C

I L

0

2 ILL

With f

No f

Time delay

FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.

Neurobiology: Lazzaro and Mead



Bells

From Sound on Sound, Synth secrets, AUG 02

Lowest 
partials are 
exact integers, 
but higher 
partials are 
quasi-
harmonic 
(4.2, 5.4, 6.8).

We still hear 
the bells as 
having a 
definite pitch.

 Play.
But bell “chords” often sound atonal.



Licklider Pitch Model

9598 Neurobiology: Lazzaro and Mead

Silicon
cochlea
(62 Taps)

Lowest-
frequency
tap

Highest-
frequency
tap

Sound input

Output map of perceived pitch <

Nonlinear inhibition circuit
(170 inputs)

f f f
Time-multiplexing scanner

FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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the zero crossings ofthe derivative ofthe neuron's input (14).
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the chip implements proposed neural structures in the brain.
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discrete delay line; for each input pulse, a fixed-width fixed-
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at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
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circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a

350 500 800 1150 1500

ilIL0LL

r.

Time delay

3.0+
co

4-

rC
*a

2.0t

1.0'

A

Sine

Tri.

Squ.

B

1.0 2.0 3.0

Input period, ms
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lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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points; solid lines show theoretical first-order human response, as
explained in text.

related series, and human subjects perceive a pitch equiva-
lent to that ofa sinusoid at the implied fundamental frequency
fin. Iffc is equal to (n + E)fm, human subjects perceive, to a
first order, a pitch equivalent to a sinusoid at the frequency
fe/n (18), where the absolute value of E is typically less than
0.5. As postulated by de Boer (18), the human perceptual
system calculates a pseudoperiod of this near-harmonic stim-
ulus. The chip response to varying f, shown in Fig. 5B,
matches the first-order perception of human subjects.

Iffc is held constant and fm is varied, human subjects, to
a first order, perceive a pitch equivalent to that of a sinusoid
with the frequency of the integral submultiple offc nearest to
fm (18). The chip response to varying fm, shown in Fig. 5C,
matches the first-order response of human subjects, limited
by the resolution of the output map.
Human perception of amplitude-modulated sinusoids has

significant second-order properties. Iffm is held constant and
f, is varied, the perceived pitch is not described exactly by the
expression fc/n; the slope of the response is slightly greater
than 1/n. Iff, is held constant andfm is varied, the perceived
pitch is not exactly the integral submultiple off, nearest tofm;
the perceived pitch decreases slightly with increasingfm (18).
As postulated by de Boer (18), these second-order properties
reveal the weighting of individual frequency components in
the computation of the pseudoperiod by the human percep-
tual system. In the chip, the simple recognition algorithm
does not support the relative weighting of frequency com-
ponents; as a result, the responses depicted in Fig. S do not
show the second-order properties of the human perceptual
system.
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FIG. 6. (A) Plots showing maps of perceived-pitch period from
the chip in response to a bandpass-filtered sum of two time-delayed
correlated noise signals (Right). Filtering was kept constant for all
plots. Centered numbers indicate time delay between noise signals.
(Left) Plots show the spectral content of the input stimulus (60-Hz
filter bandwidth). (B) Plot showing the center of energy of the chip
map in response to a bandpass-filtered sum of two time-delayed
correlated noise signals, as-a function of time delay. Ordinate axis is
calibrated from data to indicate perceived delay. Dots are data
points; solid line shows best linear fit to the data.

Human subjects perceive a faint, but distinct, pitch in
response to a sum of two time-delayed, correlated noise
signals;t the period of the perceived pitch is equal to the time
delay. This stimulus is relevant to auditory localization as
well as to pitch perception; the outer ear produces time-
delayed replicas of incoming sounds that encode the eleva-
tion angle of sound sources in mammals (19). Output maps
from the chip show a perceived pitch in response to a
bandpass-filtered sum of two time-delayed correlated noise
signals, as shown in Fig. 6A. As shown in Fig. 6B, the center
of energy of the chip map varies linearly with time delay, in
agreement with the linear characteristic of Fig. 3B. Like that
of human subjects, the response of the chip to the noise
stimulus is faint; to obtain the data in Fig. 6, we decreased the
integration time constant of the recognition algorithm, and
time averaged the responses off-chip.

Discussion

The chip output approximates human performance in re-
sponse to a variety of classical pitch-perception stimuli. The
major shortcoming of the chip is the inadequate modeling of
the second-order properties of pitch perception of amplitude-
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FIG. 5. (A) Amplitude-modulated sinusoid sound stimulus. (B)
Plot showing the center of energy of the chip map in response to
stimulus shown in A, while the carrier frequencyf&, is varied. Dotted
line shows frequency of fixed modulation frequencyfm = 333 Hz.
Dots are data points; solid lines show theoretical first-order human
response, as explained in text. (C) Plot showing the center of energy
of the chip map in response to the stimulus shown in A, while the
modulation frequency,fm, is varied withyf = 1665 Hz. Dots are data
points; solid lines show theoretical first-order human response, as
explained in text.

related series, and human subjects perceive a pitch equiva-
lent to that ofa sinusoid at the implied fundamental frequency
fin. Iffc is equal to (n + E)fm, human subjects perceive, to a
first order, a pitch equivalent to a sinusoid at the frequency
fe/n (18), where the absolute value of E is typically less than
0.5. As postulated by de Boer (18), the human perceptual
system calculates a pseudoperiod of this near-harmonic stim-
ulus. The chip response to varying f, shown in Fig. 5B,
matches the first-order perception of human subjects.

Iffc is held constant and fm is varied, human subjects, to
a first order, perceive a pitch equivalent to that of a sinusoid
with the frequency of the integral submultiple offc nearest to
fm (18). The chip response to varying fm, shown in Fig. 5C,
matches the first-order response of human subjects, limited
by the resolution of the output map.
Human perception of amplitude-modulated sinusoids has

significant second-order properties. Iffm is held constant and
f, is varied, the perceived pitch is not described exactly by the
expression fc/n; the slope of the response is slightly greater
than 1/n. Iff, is held constant andfm is varied, the perceived
pitch is not exactly the integral submultiple off, nearest tofm;
the perceived pitch decreases slightly with increasingfm (18).
As postulated by de Boer (18), these second-order properties
reveal the weighting of individual frequency components in
the computation of the pseudoperiod by the human percep-
tual system. In the chip, the simple recognition algorithm
does not support the relative weighting of frequency com-
ponents; as a result, the responses depicted in Fig. S do not
show the second-order properties of the human perceptual
system.
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FIG. 6. (A) Plots showing maps of perceived-pitch period from
the chip in response to a bandpass-filtered sum of two time-delayed
correlated noise signals (Right). Filtering was kept constant for all
plots. Centered numbers indicate time delay between noise signals.
(Left) Plots show the spectral content of the input stimulus (60-Hz
filter bandwidth). (B) Plot showing the center of energy of the chip
map in response to a bandpass-filtered sum of two time-delayed
correlated noise signals, as-a function of time delay. Ordinate axis is
calibrated from data to indicate perceived delay. Dots are data
points; solid line shows best linear fit to the data.

Human subjects perceive a faint, but distinct, pitch in
response to a sum of two time-delayed, correlated noise
signals;t the period of the perceived pitch is equal to the time
delay. This stimulus is relevant to auditory localization as
well as to pitch perception; the outer ear produces time-
delayed replicas of incoming sounds that encode the eleva-
tion angle of sound sources in mammals (19). Output maps
from the chip show a perceived pitch in response to a
bandpass-filtered sum of two time-delayed correlated noise
signals, as shown in Fig. 6A. As shown in Fig. 6B, the center
of energy of the chip map varies linearly with time delay, in
agreement with the linear characteristic of Fig. 3B. Like that
of human subjects, the response of the chip to the noise
stimulus is faint; to obtain the data in Fig. 6, we decreased the
integration time constant of the recognition algorithm, and
time averaged the responses off-chip.

Discussion

The chip output approximates human performance in re-
sponse to a variety of classical pitch-perception stimuli. The
major shortcoming of the chip is the inadequate modeling of
the second-order properties of pitch perception of amplitude-
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FIG. 5. (A) Amplitude-modulated sinusoid sound stimulus. (B)
Plot showing the center of energy of the chip map in response to
stimulus shown in A, while the carrier frequencyf&, is varied. Dotted
line shows frequency of fixed modulation frequencyfm = 333 Hz.
Dots are data points; solid lines show theoretical first-order human
response, as explained in text. (C) Plot showing the center of energy
of the chip map in response to the stimulus shown in A, while the
modulation frequency,fm, is varied withyf = 1665 Hz. Dots are data
points; solid lines show theoretical first-order human response, as
explained in text.

related series, and human subjects perceive a pitch equiva-
lent to that ofa sinusoid at the implied fundamental frequency
fin. Iffc is equal to (n + E)fm, human subjects perceive, to a
first order, a pitch equivalent to a sinusoid at the frequency
fe/n (18), where the absolute value of E is typically less than
0.5. As postulated by de Boer (18), the human perceptual
system calculates a pseudoperiod of this near-harmonic stim-
ulus. The chip response to varying f, shown in Fig. 5B,
matches the first-order perception of human subjects.

Iffc is held constant and fm is varied, human subjects, to
a first order, perceive a pitch equivalent to that of a sinusoid
with the frequency of the integral submultiple offc nearest to
fm (18). The chip response to varying fm, shown in Fig. 5C,
matches the first-order response of human subjects, limited
by the resolution of the output map.
Human perception of amplitude-modulated sinusoids has

significant second-order properties. Iffm is held constant and
f, is varied, the perceived pitch is not described exactly by the
expression fc/n; the slope of the response is slightly greater
than 1/n. Iff, is held constant andfm is varied, the perceived
pitch is not exactly the integral submultiple off, nearest tofm;
the perceived pitch decreases slightly with increasingfm (18).
As postulated by de Boer (18), these second-order properties
reveal the weighting of individual frequency components in
the computation of the pseudoperiod by the human percep-
tual system. In the chip, the simple recognition algorithm
does not support the relative weighting of frequency com-
ponents; as a result, the responses depicted in Fig. S do not
show the second-order properties of the human perceptual
system.
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FIG. 6. (A) Plots showing maps of perceived-pitch period from
the chip in response to a bandpass-filtered sum of two time-delayed
correlated noise signals (Right). Filtering was kept constant for all
plots. Centered numbers indicate time delay between noise signals.
(Left) Plots show the spectral content of the input stimulus (60-Hz
filter bandwidth). (B) Plot showing the center of energy of the chip
map in response to a bandpass-filtered sum of two time-delayed
correlated noise signals, as-a function of time delay. Ordinate axis is
calibrated from data to indicate perceived delay. Dots are data
points; solid line shows best linear fit to the data.

Human subjects perceive a faint, but distinct, pitch in
response to a sum of two time-delayed, correlated noise
signals;t the period of the perceived pitch is equal to the time
delay. This stimulus is relevant to auditory localization as
well as to pitch perception; the outer ear produces time-
delayed replicas of incoming sounds that encode the eleva-
tion angle of sound sources in mammals (19). Output maps
from the chip show a perceived pitch in response to a
bandpass-filtered sum of two time-delayed correlated noise
signals, as shown in Fig. 6A. As shown in Fig. 6B, the center
of energy of the chip map varies linearly with time delay, in
agreement with the linear characteristic of Fig. 3B. Like that
of human subjects, the response of the chip to the noise
stimulus is faint; to obtain the data in Fig. 6, we decreased the
integration time constant of the recognition algorithm, and
time averaged the responses off-chip.

Discussion

The chip output approximates human performance in re-
sponse to a variety of classical pitch-perception stimuli. The
major shortcoming of the chip is the inadequate modeling of
the second-order properties of pitch perception of amplitude-
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FIG. 5. (A) Amplitude-modulated sinusoid sound stimulus. (B)
Plot showing the center of energy of the chip map in response to
stimulus shown in A, while the carrier frequencyf&, is varied. Dotted
line shows frequency of fixed modulation frequencyfm = 333 Hz.
Dots are data points; solid lines show theoretical first-order human
response, as explained in text. (C) Plot showing the center of energy
of the chip map in response to the stimulus shown in A, while the
modulation frequency,fm, is varied withyf = 1665 Hz. Dots are data
points; solid lines show theoretical first-order human response, as
explained in text.

related series, and human subjects perceive a pitch equiva-
lent to that ofa sinusoid at the implied fundamental frequency
fin. Iffc is equal to (n + E)fm, human subjects perceive, to a
first order, a pitch equivalent to a sinusoid at the frequency
fe/n (18), where the absolute value of E is typically less than
0.5. As postulated by de Boer (18), the human perceptual
system calculates a pseudoperiod of this near-harmonic stim-
ulus. The chip response to varying f, shown in Fig. 5B,
matches the first-order perception of human subjects.

Iffc is held constant and fm is varied, human subjects, to
a first order, perceive a pitch equivalent to that of a sinusoid
with the frequency of the integral submultiple offc nearest to
fm (18). The chip response to varying fm, shown in Fig. 5C,
matches the first-order response of human subjects, limited
by the resolution of the output map.
Human perception of amplitude-modulated sinusoids has

significant second-order properties. Iffm is held constant and
f, is varied, the perceived pitch is not described exactly by the
expression fc/n; the slope of the response is slightly greater
than 1/n. Iff, is held constant andfm is varied, the perceived
pitch is not exactly the integral submultiple off, nearest tofm;
the perceived pitch decreases slightly with increasingfm (18).
As postulated by de Boer (18), these second-order properties
reveal the weighting of individual frequency components in
the computation of the pseudoperiod by the human percep-
tual system. In the chip, the simple recognition algorithm
does not support the relative weighting of frequency com-
ponents; as a result, the responses depicted in Fig. S do not
show the second-order properties of the human perceptual
system.
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FIG. 6. (A) Plots showing maps of perceived-pitch period from
the chip in response to a bandpass-filtered sum of two time-delayed
correlated noise signals (Right). Filtering was kept constant for all
plots. Centered numbers indicate time delay between noise signals.
(Left) Plots show the spectral content of the input stimulus (60-Hz
filter bandwidth). (B) Plot showing the center of energy of the chip
map in response to a bandpass-filtered sum of two time-delayed
correlated noise signals, as-a function of time delay. Ordinate axis is
calibrated from data to indicate perceived delay. Dots are data
points; solid line shows best linear fit to the data.

Human subjects perceive a faint, but distinct, pitch in
response to a sum of two time-delayed, correlated noise
signals;t the period of the perceived pitch is equal to the time
delay. This stimulus is relevant to auditory localization as
well as to pitch perception; the outer ear produces time-
delayed replicas of incoming sounds that encode the eleva-
tion angle of sound sources in mammals (19). Output maps
from the chip show a perceived pitch in response to a
bandpass-filtered sum of two time-delayed correlated noise
signals, as shown in Fig. 6A. As shown in Fig. 6B, the center
of energy of the chip map varies linearly with time delay, in
agreement with the linear characteristic of Fig. 3B. Like that
of human subjects, the response of the chip to the noise
stimulus is faint; to obtain the data in Fig. 6, we decreased the
integration time constant of the recognition algorithm, and
time averaged the responses off-chip.

Discussion

The chip output approximates human performance in re-
sponse to a variety of classical pitch-perception stimuli. The
major shortcoming of the chip is the inadequate modeling of
the second-order properties of pitch perception of amplitude-
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B 52.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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Algorithm enhancements mostly take the form of 
pre-processing the audio input or post-processing 
the auto-correlation tap outputs, to better handle 
the “difficult” pitch signals we see in real-world 
engineering applications.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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Algorithm enhancements mostly take the form of 
pre-processing the audio input or post-processing 
the auto-correlation tap outputs, to better handle 
the “difficult” pitch signals we see in real-world 
engineering applications.
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FIGURE 31.5 Full-band speech signal.

Low-pass filtering: We know from Chapter 16 that human pitch perception pays more
attention to the lower frequencies. Interestingly, estimating the pitch period by eye is
typically easier with low-passed waveforms such as those shown in Fig. 31.6 than with
full-band waveforms such as those shown in Fig. 31.5. It thus seems plausible that a pitch-
detection device would have less trouble finding the correct period by analyzing the signal
of Fig. 31.6 than that of Fig. 31.5. This has proved true in practice.

Spectral flattening and correlation: A more sophisticated concept was proposed by
Sondhi [18]. It is based on the observation that a Fourier series representation of harmonics
of equal amplitude and zero phase results in a signal that is very much like a pulse train.
Sondhi proposed that the original signal first be spectrally flattened. An approximation to
this operation is shown in Fig. 31.7, where the outputs of a bank of bandpass filters (BPFs)
are divided by their own energy and the components added.

The sum is now sent through an autocorrelator, which creates a zero-phase time
function, thus approximating the equal harmonic–zero-phase criterion proposed by Sondhi.
Figure 31.8 shows the effect of autocorrelation.

FIGURE 31.6 Low-pass filtered speech signal.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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the auto-correlation tap outputs, to better handle 
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FIGURE 31.17 Illustration of the progressive normalization applied in Yin [2]. A 20 ms
excerpt of female speech is shown in part (a); its raw autocorrelation (over a 40 ms
window) shown in part (b) shows a number of additional maxima around the correct peak
at 0.004 s. Part (c) shows the squared difference function (i.e. approximately part (b)
flipped and shifted), as well as its the cumulative mean (the thicker, lighter line). Part (d)
shows the trace of part (c) normalized by its cumulative mean. Now the true period of 4 ms
is easily detected as the first minima below a threshold of 0.1 (the shaded region).

DP-based smoothing was incorporated in systems such as the one reported in [16]. A later
application to normalized cross-correlation coefficients in the “robust algorithm for pitch
tracking” (RAPT) algorithm was reported in [19]. RAPT is the basis for the get f0 pitch
extraction software that is widely used as a reference in speech processing; DP is extremely
effective in evaluating each alternative in regions of locally-ambiguous pitch, and finally
choosing the pitch that gives the best overall continuity through time.

31.9 NORMALIZING THE AUTOCORRELATION FUNCTION

As mentioned above, the local autocorrelation of a signal x over a window of length W
starting at time t,

rt(τ) =
t+W

∑
t�=t

x(t �)x(t � + τ) (31.1)

is a natural way to detect periodic repetitions in a waveform since it will show a maximum at
any period τ where the signal (approximately) repeats. Autocorrelation, however, presents
a number of practical difficulties, as illustrated in Figure 31.17: for the short fragment of
voiced female speech shown in part (a), the autocorrelation in part (b) shows many peaks.
Although visually it is fairly easy to tell that the peak at 4 ms (corresponding to a pitch

Post-Processing : Yin Normalization
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time domain waveform
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window) shown in part (b) shows a number of additional maxima around the correct peak
at 0.004 s. Part (c) shows the squared difference function (i.e. approximately part (b)
flipped and shifted), as well as its the cumulative mean (the thicker, lighter line). Part (d)
shows the trace of part (c) normalized by its cumulative mean. Now the true period of 4 ms
is easily detected as the first minima below a threshold of 0.1 (the shaded region).

DP-based smoothing was incorporated in systems such as the one reported in [16]. A later
application to normalized cross-correlation coefficients in the “robust algorithm for pitch
tracking” (RAPT) algorithm was reported in [19]. RAPT is the basis for the get f0 pitch
extraction software that is widely used as a reference in speech processing; DP is extremely
effective in evaluating each alternative in regions of locally-ambiguous pitch, and finally
choosing the pitch that gives the best overall continuity through time.

31.9 NORMALIZING THE AUTOCORRELATION FUNCTION

As mentioned above, the local autocorrelation of a signal x over a window of length W
starting at time t,

rt(τ) =
t+W

∑
t�=t

x(t �)x(t � + τ) (31.1)

is a natural way to detect periodic repetitions in a waveform since it will show a maximum at
any period τ where the signal (approximately) repeats. Autocorrelation, however, presents
a number of practical difficulties, as illustrated in Figure 31.17: for the short fragment of
voiced female speech shown in part (a), the autocorrelation in part (b) shows many peaks.
Although visually it is fairly easy to tell that the peak at 4 ms (corresponding to a pitch

Raw autocorrelation. 
Requires “peak” picking.
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Yin normalization: 
autocorrelation peaks 
fall in a small 
threshold around “0”
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