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Chapter 3

Signs and Constructions

(DRAFT of June 21, 2007)

3.1 Introduction

We take a language to be an infinite sesgnsand the job of the grammarian to
provide a recursive enumeration of the signs that constthe language (Chom-
sky 1955, 1957, 1965). We understand ‘sign’ in a sense ctofieat of Saussure
(1916). However, whereas the Saussaurian sign simplegetatrm’ and ‘mean-
ing’ (signifiant, signif), we divide up Saussure’s dichotomy of sign properties
into features of phonology, (morphological) form, syntsgmantics, and context.

We model signs ageature structures. Feature structures are of two basic
kinds:

e atoms @cc(usative)+, bumble-beg. . .),
e functions (as explained below).

The set of atoms includes, for analytic convenience, anitefiset of indices.
The interesting feature structures are the functions. Kau of functional fea-
ture structure maps elements of a certain domain — some psapset of the set
of features into an appropriate range. Since feature strestmap some features
onto atoms, while other features are mapped onto otheribtng;ta general char-
acterization of this kind of feature structure would be tih&t a function mapping
features to feature structures.

As in most constraint-based grammatical frameworks, SBCG{&as a strict
distinction betweemodel objectsanddescriptionsof those objects. As in HPSG
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64 CHAPTER 3. SIGNS AND CONSTRUCTIONS

(Pollard and Sag 1994; Ginzburg and Sag 2000), the most tantonodel objects
are signs, (the formal representations of actual words anaises (including sen-
tences)) Another, distinct kind of model object in SBCG is tonstruct. As in
GPSG (Gazdar et al. 1985), constructs are in essence leealtat are licensed
by some construction of the grammar (e.g. a grammar rulesreelor lexical en-
try). More formally, a construct is a feature structure wttMOTHER (MTR)
feature and a DAUGHTERS (DTRS) feature. The value of the M@&ure is a
sign and the value of the DTRS feature is a list of signs, pbssmpty. (Values
of features can be either feature structures or lists otifeatructures). Signs and
constructs, we have noted, are feature structures — theyaatef the language
model. Constructions are descriptions that license ctasténguistic objects —
they are part of the grammar (the description of the languageéel).

The linguistic objects we propose are classified in termssyfstem oftypes
whose members will be subject to general constraints (‘tgrestraints’) that will
play an important role in SBCG. Every feature structure of@ett must satisfy
the constraints of all the supertypestgblus any additional constraintgrovides
on its own.

Most relevant to this chapter will be constraints on varigubtypes of the
type construct which will have the general form shown in (1):

1) xecxt=1...]

The item on the left of the arrow is the name of some type of tanos(‘'X' here),
the item on the right side of the arrow specifies properties #ach construct of
that type must have, and the arrow represents a conditiGh&thgn’) relation.
Expressions that look like (1) are thus constraints thathmread as: ‘Members
of a particular construct class (must) have the specificgnags indicated’.

An expression of the form (1) corresponds to what we c&llanbinatoric
Construction. Each Combinatoric Construction specifies general progsegs-
sociated with a class of constructs. Put differently, easthsexpression defines
the distinctive properties of a mode of combination thatag pf the grammar of
a language — the properties that define a way of putting egjmes together to
‘construct’ other, more complex expressions.

Unlike HPSG, where the type constraints form part ofslgmature of a gram-
mar, the type constraints of SBCG are an essential part didldg of the gram-
mar. The grammar signature delineates the inventory ofstyfeatures (and their
possible values) and a specification of which features ‘giv’'wvhich types of
feature structure. Against this background of possibléufesstructures, the con-
structions, by contrast, tell us which particular familedeature structures exist
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in a given language. This duality in the role of constructias at the heart of

SBCG: The grammar signature establishes a large spacetofdesdructures out

of which the inventory of constructions (tl@onstructicon) selects the signs that
constitute the language.

A second kind of construction that will be introduced in thigpter involves
lexical classeslexical class constructionshave the general form shown in (2),
wherelex stands for any subtype of the typexical-sign(i.e. any subtype of the
typelexemeor the typeword):

2 lex=1...]

There is no formal difference between the two kinds of cartdion just illus-
trated. The only difference is the nature of the type naméegheves as the an-
tecedent of the conditional constraint. The rest of thigotdawill provide further
details about the various kinds of signs and constructs@mibdel side and types
and constructions on the description side.

3.2 Feature Structures

We assume that grammatical objects of all kinds (includiiggs case values,
parts of speech, and constructions) are modelddatsire structures. We make
the further assumption that feature structures are eitbenslikepl(ural), acqusative,
+, etc.), indices, or else functions from features to feasiractures- This is a
simple, but powerful way of modeling linguistic objects gainat is already famil-

iar from much work in phonology, where speech segments dem ohodeled in
this way. For example the following:

(3) [CONTINUANT  —
VOICED -
ANTERIOR +
CORONAL _
SONORANT -
CONSONANTAL +
VOCALIC -

LCarpenter 1992. SWB 03.
2This is a[t] in the feature system of Chomsky and Halle (1968).
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Similarly, the fundamental tenet of ‘X-Bar Theo#yis that familiar atomic cate-
gories like NP or VP are to be reanalyzed as functions, e.iq @§:*

(4) [NOUN +
VERB —
BAR 2

Note that the functional nature of this kind of analysis canobbscured by lin-
guists’ tendency to write the value of a feature before thauiee’s name, e.g.
[ -CORONAL] or [+VERB] or to use other notations, e §? (Harris 1946) oiX
(Chomsky 1974). Yet it is clear that the analytic intent isgarved by regarding
such objects as functions whose domain is a set of featugksvhose range is
a set of feature values (e.g. the $et, —} in the system of Chomsky and Halle
1968 or that of Chomsky 1970). The use of functions to modellistic objects is
thus nothing out of the ordinary, though notational idioswsy and the failure of
mainstream generative grammarians to make their modedisgraptions explicit
often obscures this fact.

Building on the more explicit ideas pioneered by computaldinguistic
work of the late 1970s (e.g. Martin Kay’s Functional Unifioat Grammar) and
the extensive subsequent work in GPSG, LFG, and HP®& use functions to
model all grammatical objects. Grammatical categoriesexample, are here an-
alyzed as complexes of various properties: nouns inclueeispations for the
features CASE, NUMBER, and GENDER, verbs are specified far thflection
class (as [VFORMinite], [VFORM present-participlg etc.) and will have a ‘+’
or ‘—’ value for the feature AUXILIARY. These approaches takeaatage of the
full power of functions to model linguistic entities, undikhe phonological and
X-bar illustrations given above, which represent a specdale. In the examples
from phonology and X-bar theory, the values of the featumesadl atomic. In
the general case, values of features may either be atomicragspond to com-
plex feature structures. This allows for recursive embeddif feature structures
within feature structures.

3Ref Chomsky 1974, Jackendoff 1977, Pullum 1985: Assumimgeseersion of X-bar the-
ory. In William H. Eilfort, Paul D. Kroeber, and Karen L. Peten, eds., CLS 21 Part |: Papers
from the General Session at the Twenty-First Regional Mge823-353. Chicago Linguistic So-
ciety, Chicago IL. The X-bar theory of phrase structure. ffas Kornai and Geoffrey K. Pullum.]
Language 66, 24-50. 1990.

4These are the distinctive features of the functional anslysNPs proposed in Gazdar et al.

1985.
SBresnan et al. 1982. GKPS, P&S 87, 94, Carpenter 92, Dalryeipdl. 1995, Richter 2004.
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Signs are no exception. Saussure talked of signs as ‘asisectonds’ of
sound concepts and semantic concepts. Adding in syntaategaries, which
Saussure had little to say about, we arrive at a picture ofssldke the one il-
lustrated in (5)a-c (CN stands for common noun; N for non-can noun; V for
verb):

/tebal/
CN
‘being a table’

5) a.

/kim/
N
‘a person named Kim’

[leeft/
\Y
‘an event of laughing (in the past)’

Signs, which we take to be the central objects of linguisgsaliption, are
less informally modeled as functions that specify a form, @amng, contex-
tual connections, and relevant syntactic informationl(idg syntactic category
and combinatoric potential). These functions can be reptes in the form of
attribute-value matrices, i.e. diagrams like the follogufn

(6) a. [PHONOLOGY /kmm/
SYNTAX NP
'SEMANTICS  ‘a person named Kimp’

b. [PHONOLOGY /lft/

SYNTAX V[ fin]

SEMANTICS ‘alaughing event situated
prior to the time of utteranc

5The semantics here is informal. The reader may think of tiserigtions in single quotes as
Saussure did — as concepts, i.e. psychological objects.
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And, following work in HPSG (Pollard and Sag 1987, 1994), weead the notion
of sign to phrases, recognizing feature structures likef@7)omplex linguistic
expressions:

(7) a. [PHONOLOGY /evri lmgwist/
SYNTAX NP
' SEMANTICS  ‘the set of properties linguists hold in common’

b. [PHONOLOGY /pat left/

SYNTAX SIfin]

SEMANTICS ‘the proposition that there was a laughing eyent
situated prior to the time of utterance where
someone named Pat did the laughing’

The non-atomic feature structures we use to model linguidijects areotal
functions. That is, once an appropriate domain (a set ofifeg} is established for
a particular kind of feature structure, every feature strces of that kind assigns
some appropriate value to every feature in that domain. Bheevassigned to any
feature must also be a feature structure, hence that vadithes an atom, or else it
too is a function that must assign a value to every featuits appropriate domain.
A feature structure is thus always ‘complete’ in a simpléuitive sense: every
feature in a function’s domain is assigned a value in the gppate range. Only
atomic feature structures lack the property of containiegtdres which require
values. Thus, all feature structures can be thought of asoiming out’ with either
atoms or indices.

It is important to notice that although feature structuresmselves are com-
plete, feature structure descriptions may be as partiabadike. This is crucial
because almost every diagram in this monograph employaréeatructure de-
scriptions and partiality will be rampant. Lexical entriedl be formulated as
partial feature structure descriptions (typically beimget of (or ‘satisfied by’)
many feature structures), as will grammatical construngtiof all kinds. Yet un-
derlying all our concerns will be the set of feature struettivat are specified by
the theory we present. If some aspect of our theory goes averghould be able
to figure out why by isolating certain complete feature duiues that don’t satisfy
the constraints of our theory but should, or other featunecstires that shouldn’t
satisfy our theory but do. That is, our grammar must neithesrgenerate, by
providing descriptions of feature structures that do npresent expressions of
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English, nor undergenerate, by failing to provide desaip of feature structures
that are models of expressions of English.

Our feature structures have one more property that isnit gfathe standard
presentation of the basic theory of functions — we assunteféhture structures
are organized in terms of a theory of linguistypes A type is associated with a
set of feature structures that have certain stated pr@sarticommon. One bene-
fit derived from assigning feature structures to types is Wecan thereby better
organize the properties that classes of grammatical abfeate and simplify their
description, as well. Intuitively, it makes no sense (in kEstg anyway) to ask
what case a verb has or whether a noun is an auxiliary noutgisgrammatical
feature specifications are appropriate only for certairdkinf grammatical ob-
jects. This intuition is given formal expression in termglod types that particular
feature structures instantiate: each feature structugtmiates a particular fea-
ture structure type and this type assignment guaranteeshindeature structure
in question specifies values for a particular set of feataresthat each feature’s
value is a particular kind of feature structure (possibljyaction of a particular
type; possibly an atom, e.gominativeor +).

The types are inter-related imaultiple inheritance hierarchy. A type Bin-
herits from (is a subtype oj another type A, if and only if the set of feature struc-
tures corresponding to B is a subset of the set of featuretsies corresponding
to A. In amultipleinheritance hierarchy, a type can inherit from more than one
other type. In an example discussed in chapter 1, a \Wwasimight inherit from
a type inherited by all third singular verb forms, a type intezl by all present
tense verb forms, a type inherited by all verbs with the motpgical formhave
and so on. In SBCG the type hierarchy takes over the inhegtéunctions that
constructional inheritance did in some earlier traditions of construction gram-
mar (e.g Fillmore and Kay 1995, Fillmore 1999, Kay and Fill;nd999, Kay
2002a, Kay 2002b, Koenig 1999). For example, Fillmore (398ats in terms Add refs to
of constructional inheritance the various syntactic emwnents and semantic irMichaelis,
terpretations that the subject-auxiliary inversion (Sp#éittern can appear in, asambrecht etc?
partially illustrated in the following:

(8) a. Has he left?
b. Am | tired!
c. Neverwill I harm you .

d. Whatdid Maisie know?
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e. May you live long and prosper!

f. Had he been on time he wouldn’t have gone hungry.

In SBCG, the auxiliary-initial clausal pattern is declagesla type (of construct),
and various constructions, such as those exemplified almestion this type.
There is no inheritance between constructions in SBCG.

The type hierarchy, including the defining specificationgacth type, is de-
fined by a grammar’signature,® which includes:

1. a set of grammatical types, organized into a multiple ritéuece hierarchy,
2. aset of features, and

3. appropriateness declarations, stating which featuessgpropriate for (fea-
ture structures of) each type and what type of value eachrieatust have.

All three components of a grammar signature may contain boitiersal and
language particular elements. Together, these compodehit® a space of well-
formed feature structures. But only a subset of these a@aded by theonstruc-
tions of the language, as explained in section 3.4 below.

3.3 Signs

In the following sections, we introduce the specific feasumdose values serve to
distinguish the signs of a language from one another.

3.3.1 PHONOLOGY and FORM

We will have little very little to say here about morpholognd nothing at all
about phonology, but we fully intend for phonological andrptelogical entities

"The generalizations and expressive economy expresseaaptiinheritance of constructions
in earlier constructional approaches are in SBCG exprelsganbnstraint inheritance defined by
the hierarchy of construct types.

8A grammar signature is so named by analogy with a musical kéyne signature; it lays out
the way in which the particulars of the grammar (or the mugigece) are to be interpreted. For
a more precise presentation, see Pollard and Sag 1994 arpfioich more detailed and fully for-
malized presentation: Richter 2004. Sag, Wasow and Ben(®03) textbook is a very accessible
introduction to an English grammar with these components.
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to be part of our linguistic signs. Throughout this monodrape will display the
sequences of (morphological) objects that our analysexcedte with the signs
we discuss, leaving it to a largely autonomous set of coimésréo characterize
the relation between the phonological and morphologigatets of signs.

We thus assume two distinct sign-level features: PHONOL@RBMON) and

FORM:

(9) a. The value of the feature PHON is a phonological phrasghf); we
assume that these are modeled as feature structures ofculzairtype.

b. The value of the feature FORM is a sequence of morpholbgigjacts
(formatives); these are the elements that will be phonachilyi realized
within the sign’s PHON value.

Here we leave open the precise characterization of formstihough we will
assume that they includemmas andaffixes Our morphological functions will
take as input both a formative and a list of lexeme identiffse® the discussion
of the feature LEXICAL-ID below), allowing us to accommodahorphological
operations that make such distinctions as the following:

(10) a. lie/lay/lain ‘rest, recline’ vslie/lied/lied ‘tell falsehoods’
b. can/couldbe able to’ vs.can/cannedto put into cans’
c. fly/flew(basic sense) vlly/flied(various derived senses, e.g. in baseball)
d. sell/soldvs.cell/celled

e. write/wrote/writternvs. right/righted/righted

Morphological functions provide a convenient way of exgreg ‘elsewhere’ con-
ditions in morphological realization.

For present purposes, we will simplify our presentationighs by subsitut-
ing conventional orthography for lists of formatives. Weéura to a discussion of
related issues in Chapter 5.
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3.3.2 ARGUMENT-STRUCTURE

The basic purpose of the ARGUMENT-STRUCTURE (ARG-ST) featis to
encode the combinatoric potential of a lexical expressiptidting its potential
syntactico-semanti@rguments. For verbs, the order of elements on the ARG-ST
list corresponds in the main to that of the ‘AccessibilityeHirchy’ of Keenan
and Comrie (1977), where the first NP is the verb’s subjed,sticond NP (if
there is one) is the verb’s direct object, etc. This ‘rankdsi encoding of gram-
matical relations, as shown by Keenan and Comrie and oveadeagicentury of
research in relation-based syntactic theory, is indepathdenotivated by cross-
linguistic generalizations (e.g. relative clause acdsitsi), as well as by rank-
based phenomena (binding, ‘advancements’, etc.) intam#éhe grammars of
many diverse languages. The rank-based encoding alsonabesi the need for
an inventory of features like SUBJECT, OBJECT, OBJ2 (SECCDBRIECT),
or COMP (COMPLEMENT) to name particular grammatical ‘fuocis’. In a
‘nominative-accusative’ language like English, the verhibject is identified both
as its XARG member (see the discussion of the feature XAR@gatian 3.3.3 be-
low) and as the first member of its ARG-ST IfsOther nominal elements on an
ARG-ST list are objects.

Variable polyadicity of a given lexeme, e.g. active vs. passgs. middle verbs,
causative vs. inchoative verbs, or oblique-argument v=samsitive verbs, involves
differences in the ARG-ST list. These differences can cobmtin two distinct
ways in a SBCG: by derivational construction (as in pasatuin) or by lexical
underspecification (as in so-callsdrayload alternations).

A lexical item likedonate which is a transitive verb, has an ARG-ST list with
three member$®

(11) (NP,NP,PP

SWe assume, with Manning 1996 and Manning and Sag 1998, tleasymtactically ergative
language, the verb’s XARG member is identified with the sedamember of its ARG-ST list.
10Some abbreviations:

NP = | SYN CAT nourﬂ PP:[SYN CAT prepu

VAL () VAL ()

- i ( ) =the empty list.
CAT com
CP =|SYN VAL () i
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Lexemes, especially verbal lexemes (see below), fall interde classes, as de-
termined in part by the length of their ARG-ST list and the stbaints imposed
on particular arguments. Only lexical signs (lexemes ordspispecify a value
for ARG-ST, as guaranteed by the appropriateness dedasatf the grammar
signature.

ARG-ST lists are also the locus of the constraints of bindhempry!! For ex-
ample, a reflexive on an ARG-ST list must be coindexed witleagaing element,
if there is one (Principle A); personal pronominals mustlm®{Principle B).

3.3.3 SYNTAX

The values of the feature SYNTAX are feature structures pétgyntax-object
(syn-ob). These are functions that specify values for the threeufeatCATE-
GORY, VALENCE, and MARKING, which we discuss in turn.

CATEGORY

The values of the feature CATEGORY are complex grammatetaigories, treated
here as feature structures of tygategory(cat).*? The various subtypes catwill
specify values for appropriate features. For example,itireasure of the grammar
of English we assume here includes the following informatio

(12) a. Theimmediate subtypes of the tyja¢egoryare:noun verb, preposition
(prep), adjectivéad)), . . .

b. CASE is used to distinguish the cases of nouns; the pesgailies of
CASE (in English) aremominative(nom) andaccusativeacc).'®

This follows a tradition that begins with the Relational @raar proposals of Johnson (1977).
See also Pollard and Sag (1992, 1994) and Manning and Sa§)(199

2Note that ‘CATEGORY’ denotes a feature andtegorydenotes a type. Features are repre-
sented in CAPITALS and types ilower case italics The common supertype of the types that
can serve as values for the feature CATEGORY could have baer@d something different, e.g.
part-of-speech

3Note that genitive nominal expressions are not treateding®f case. This is because case is
a property of head nouns and the Modern Enghshk a phrasal clitic that appears in final position
of a genitive NP, rather than as an inflection on the head noun:

() [[The man on the radio’s] voice]. .
(ii)*[[The man’s on the radio] voice]. .
Genitive NPs are treated more fully in Chapter 8.
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c. VFORM (VF) is used to specify the morphosyntactic catggdia verb;
the possible values of VF afeite (fin), base present-particplgprp),
past-particple(psp, andpassive-particplépas.

d. AUXILIARY (AUX) is used to specify whether a verb is also anxil-
iary; the possible values of AUX are and—.

This partial signature countenances complex grammateiggories like those
shown in (13), but none like the ones pictured in (14):

(13) b. C.. .
noun verb verb
CASE nom VF  fin VF prp
AUX + AUX —
(14) a. b. . .C. . -
noun verb noun
*IVF fin L [AUX — < [AUX —
CASE nom VF prp

We should make clear that we use attribute-value matrix (A\fidtation to
formulate our feature structudescriptions The objects these formulas describe
arefunctions of the appropriate kind. For example, a nominal categoryfisa-
tion whose domain includes CASE, but not AUX or VF, while ahadrcategory
is a function whose domain includes AUX and VF, but not CASBEté\that when
we mean to illustrate a particular feature structure, nathan a functional de-
scription, we use double outermost brackets, as in (13)-(14

Lexical descriptions are typically minimal, specifyingrpaps a FORM value,

a syntactic category and a meaning. But the set of possiatarestructures that
are licensed by any given lexical description is circunisedi by the constraints
of the grammar signature, which require that certain fesatoust have a value and
that the value must have certain properties. For exammdeical entry licensing
the proper nouale says nothing about the value of the feature CASE. But any

4[Doubled brackets]] are used to display feature structuire., objects of the model; [single
brackets] will be used to display descriptions, objecthiesngrammar, including constructions
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given occurrence of the proper nobDale is modeled by a feature structure where
the CASE value is resolved. IDale left it is resolved as nominative; iRind
Dalel, it is resolved as accusative.

The fact that we model linguistic entities as total functidhat can be un-
derspecified by a linguistic description has further wtilif there is more than
one model corresponding to a given sentence descriptisnrithans that a se-
guence of formatives or a phonological structure is amhigu&or example, the
descriptions in (15) describe more than one feature strecand hence predict
the appropriate ambiguities:

(15) a.[FORM (1, forgot, how, good , beer , tastgs
([[how good [beer tastel vs. [how[[good beef tasted])
b. [FORM (flying , planes , can , be , dangerdus
(flyingis an adjective modifyinglanesor else a gerund whose object is

planeg

PHON

¢-phrase
/aylbilirvinyu:/

('l believe in youvs.I'll be leavin’ you)
There are three other CAT features that need to be introdtrced

(16) a. SELECT is used to let an expression select what it aadglifjnor com-
bine with as a ‘marker’. The value of SELECT is a possibly eyrst
of signs. If an expression’s SELECT value is nonempty, thdn ei-
ther a modifier (adjective, adverb, etc.) or a ‘marker’ (coempentizer,
determiner, etc.).

15The feature SELECT was originally proposed by Van Eynde 8)98 a generalization of the
two features MOD and SPEC that were employed by Pollard agd294). See also Van Eynde
2003, 2004, 2006. The fundamental insights of the SELECTyaisehere are indeed those of Van
Eynde, despite minor differences of execution that migatséeo indicate otherwise. For example,
Van Eynde follows the basic feature inventory and more cexfgature geometry of Pollard and
Sag, which we have been concerned with streamlining, e.glitmynating the features HEAD and
LOCAL. Similarly, the fact that we treat SELECT as list-vatlis to provide more uniformity in
the treatment of constraints than Pollard and Sag were alaleftieve.
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b. EXTERNAL-ARGUMENT (XARG) is used to specify the argumaexit
an argument-taking expression that is visible from outsisléocal do-
main (i.e. from outside the phrase it projects). The valuXARG is
a possibly empty list of signs. The external argument of asgais its
subject; an NP’s external argument is its prenominal genNiP, if there
is one (the XARG list of the NP is empty, otherwise).

c. LEXICAL-ID (LID) is used to individuate lexical items; #wvalue of LID
is a possibly empty list of frames specifying the meaning th@me,
e.g.( book-frame, { },....

We will discuss SELECT and XARG in more detail in section 3edow; LID is
discussed in Chapter 5.

VALENCE

The basic function of the feature VAL(ENCE) is to encode tbgrée of saturation
of any linguistic expression, i.e. which of its argumentsas yet to combine with
syntactically. VAL is thus closely related to the feature BfST — these features
both take a possibly empty list of signs as their value.

In general, a lexeme’s VAL list, whose members we refer tohasléxeme’s
valents is exactly the same as its ARG-ST list, as long as no covalizegion
takes place. Although phrases have no ARG-ST in SBCG, a \redsp likeper-
suaded me to gowhich contains as constituents all but the first of the \gerb’
syntactico-semantic arguments (its subject), has theviiig singleton VAL list:

(17)  (NP)

Similarly, the clauseMly dad persuaded me to gwhich contains all the verb’s
syntactico-semantic arguments, has an empty VAL list:

(18) ()

The lexical head of the clause is the verb, and the phrases pinajects gradually
‘saturate’ the verb’s VAL list by ‘removing elements from.# Clauses, NPs,

16This way of looking at things, which has its origin in the angent cancellation of Categorial
Grammar (Ajdukiewicz 1935; see also http://en.wikipealig/wiki/Categorialgrammar) involves
a ‘bottom-up’ procedural metaphor where one starts with /o aad builds successively larger
phrases of which that verb is the lexical head. It is impdrtamecognize, however, that a SBCG,
like a Context-Free Phrase Structure Grammar, is a set ti¢ stanstraints defining well-formed
local tree configurations.
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pronouns, and proper names have an empty VAL list becausgeatieealready
saturated, i.e. they need not, indeed cannot combine whilesis or complements.

Discrepancies between a lexeme’s ARG-ST list and its VALd&n arise in
several ways, e.g. via long-distance dependencies, whithatconcern us until
Chapter 10. Of direct relevance, however, is the phenomeholl instantia-
tion, which arises when a lexeme undergoes one of the derivatonatructions
discussed in Chapter’6.

MARKING

The feature MARKING (MRKG), introduced by Pollard and Sa§44) and re-
fined in crucial ways by Van Eyndé,is used to distinguish expressions lifket
Kim laughedwhether Morgan was awakandHillary’s from their respective ‘un-
marked’ counterpartkim laughegdMorgan was awakeandHillary. The MRKG
value isunmarkedunmR in the case of all unmarked signs, but, we will assume
various other MRKG values, such as those in (19):

(19) that thatclauses, e.ghat Kim laughed
whether whetheclauses, e.gvhether Morgan leftwhether to leave

than compared phrases, ethan in Romethan Pat

as equated phrases, eap in Romeas | could

of someof-phrases, e.gof Rome

det ‘determined’ nominal signs, i.¢he table Prince we

Some prepositions lead a double life as markers, as in theafaban as and
of.1°

In many varieties of the Romance languages, clitic prontiawe been reanalyzed as inflec-
tional affixes (see Philip Miller et Paola Monachesi 2003 peonoms clitiques dans les langues
romanes” . In Godard, Danile. (d), Langues Romanes, prabbieda phrase simple. Paris: Edi-
tions du CNRS, pp. 67-123.) This leads to special kind of msftantiation, where ARG-ST ele-
ments are realized morphologically, rather than syntallyicFor a detailed analysis of this phe-
nomenon in French, broadly compatible with the framewonkettegped here, see Miller and Sag
1997.

18See Van Eynde 2003, 2004, 2006. Van Eynde’s MARKING valuesnaore complex than
those assumed here, in large part because of his need tazar@iynplex morphological and
agreement patterns absent in English. We leave open thépios®f modifying our theory of
MARKING to incorporate further of Van Eynde’s insights.

9Add refs: Hankamer - CLS 73 on two thans in English. Ref Boneil. on French. Anne
Abeillé, Olivier Bonami, Daniele Godard et Jesse Tseri)& The syntax of French a and de:
an HPSG analysis. Dans P. Saint-Dizier (ed.), Syntax andustes of prepositions, pp. 147-162.
Dordrecht: Springer.
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An element that specifies a MRKG value other thamkis called a ‘marker’;
all such elements also specify a nonempty value for the fed®iELECT. Not
all marked phrases, however, contain such an element, &ompbe genitive NPs,
proper nouns, and pronouns are all markied The MRKG value of a marker is
passed up to its mother via constraints on the Head-Funaost@iction intro-
duced in section 3.4 below. The marking value of a head isgolgs to its mother
via constraints on the Head-Complement Construction. BeeCGhapter 8, where
MRKG values are discussed in more detail.

Note that the feature inventory introduced here allowsal#ig-grain category
description. That is, we may describe traditional catego(NP, VP, S, etc.) in
terms of the descriptions in (20):

(20) [CAT verb
VAL <>](S)
_CAT verb
vaL (npy| VP
[CAT  noun
VAL ( > (NP)
_MKG det

But in addition, it is possible to describe very fine-graireadegories, e.g. (21),
which is the category of any determined NP whose head noureikekical item

advantage

(21) |CAT [LID (advantage-frame]

VAL ()
MKG  det

Multigrain descriptions of this kind are a central featuf€onstruction Grammar,

enabling grammatical descriptions that ‘scale up’ to dagh Varge data sets that
include the full range of structures from the most idiomé&dithe most productive
in an internally consistent manner (Fillmore, Kay and O’'60n1988, Kay and

Fillmore 1999). Mainstream generative grammar has faitettdat, indeed, has
given the appearance of being uninterested in this prob&mifisky 1995).
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3.3.4 SEMANTICS

Chapter 4 is devoted to a more detailed presentation of tmausec framework
employed in this monograph. For present purposes, it wifiito introduce the
following two features of our semantic objects which sersdlge values of the
feature SEM:

(22) a. INDEX is used to individuate the referent of an expi@s. Its value is
an index, essentially a variable assigned to an individaahg case of
an NP) or a situation (in the case of a VP, claif8e).

b. FRAMES is used to specify the predications that togetb&rdhine the
meaning of a sign. The value of FRAMES is a (possibly empst)df
frames.

A frame may be understood as an elementary scene in whichircedles
are specified and particular participants are assignedem thror example, in
an eating frame the participants are an actor, who does tirggeand the food,
which gets eaten. Representing frames in the form of featwetures, each role
is denoted by a feature and the corresponding participaahbgdex. In addition,
there is often an event index, which denotes the entire sd@dmesframe as a whole
is represented as a feature structtyqge and the frames are inter-related as one
branch of the multiple inheritance type hierar¢hyn the case of most (if not all)
verbs, an event index will be encoded as a SITUATION (SITifeg whose value
Is a situational index, and there will often be an ACTOR featwhose value is
an individual index, as shown in (233:

(23) [sem-obj 1
INDEX s
laugh-fr
FRAMES <ACTOR 7 >
SIT s

20Event nominalizations may also require treatment in terfisitoational indices.

2IFollowing the approach to semantic relations explored bgsPollard and Sag (1994, sec.
8.77) and further developed by Davis (2001). Linking by B/jethe Hierarchical Lexicon An-
thony R. Davis. OTHER REFS? FRAMENET REFS?

22This corresponds to a Davidsonian event variable, whictoisghly, a referential index that
points to the entire scene described by an elementary @tsatic
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The SEM value of a proper noun liat will be a naming frame, with specifica-
tions for the features NAME and NAMED, as sketched in (24):

(24)  [sem-obj |
INDEX 7
name-fr
FRAMES < NAME Pat>
NAMED ¢

Further abbreviatory conventions for semantic values balintroduced in the
next chapter.

3.3.5 CONTEXT

We will have relatively little to say about CONTEXT (CNTXT)alues here.
For the sake of completeness, the reader might want to eyeviaatheory of
CONTEXT values (feature structures of typentex} like the one developed by
Pollard and Sag (1994§,based on such features as CONTEXTUAL-INDICES
(C-INDS) and BACKGROUND (BCKGRND), and UTTERANCE-LOCATND
(UTT-LOC). The context-objects in their theory look likex(2

(25) [ context

SPEAKER inde
ADDRESSEE inde

C-INDS UTT-LOC inde

BCKGRND se{proposition

The various contextual indices specify contextual elesgat ground an account
of indexical and deictic expressions formulated in theestyfi Kaplan’s seminal

23See also Georgia Green 1997. The structure of CONTEXT: Theesentation of pragmatic
restrictions in HPSG. Proceedings of the 5th annual meefitige Formal Linguistics Society of
the Midwest; Georgia M. Green "The nature of pragmatic infation.” Grammatical interfaces in
HPSG, edited by Ronnie Cann, Claire Grover, and Philip Mifi¢anford, CSLI. (2000). Ginzburg
and Sag 2000; Jonathan Ginzburg and Robin Cooper. 2004ifiCdion, Ellipsis, and the Nature
of Contextual Updates” Linguistics and Philosophy 27(3)7-8365. OTHER REFS?
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work (1989). The propositions specified in the BACKGROUNDueecorrespond
to the set of utterance felicity conditions, which any pdthe utterance sign may
in principle contribute to. That is, as a mother sign is cargted from a sequence
of daughter signs, its BCKGRND must include all elementhanBACKGRND
sets of the daughter signs.

It is of course possible to augment these assumptions albboixtual fea-
tures, incorporating, for example, features like TOPIC/anBOCUS, as in Lam-
brecht and Michaelis 1996. Engdahl and Vallduvi proposenatyais of ‘informa-
tion packaging’ formulated in terms of the CONTEXT valuesistured as shown
in (26):

(26)  [context
FOCUS

INFO-STRUCTURE GROUND
TAIL

LINK ]

We will not explore such elaborations héfe.

3.3.6 Signs: A Synthesis

Signs are analyzed as feature structures that specify ¥&tuehe five features
PHON, FORM, SYN, SEM, and CONTEXT, whose values have now ednb
introduced:

24Nor will we explore the ways in which a set of background prsifions may be structured
by relations such as unilateral entailment, as in a scalatein@KO, Kay (EVEN), Israel XXX,
Schwenter 1999 [Schwenter, Scott A. 1999. Two types of sqadticles: Evidence from Span-
ish. In J. Gutierrez-Rexach & F. Martnez-Gil (eds.) Advanae Hispanic linguistics, 546-561.
Somerville, MA: Cascadilla Pres], Schwenter and VasisBthg ca. 2000]). Additionally, some
contextual propositions may be mentioned in a sign type nsitaction, not for acceptance of their
content’s being a felicity condition on the utterance, &ita@ntext propositions’, whose content
is acknowledged as being 'on the floor’, although not negégseccepted — perhaps specifically
denied — by a conversational participant. See, for example (997) [Words and the Grammar
of Context. Stanford: CSLI].
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27) _sign ]
PHONOLOGY phonological-phrasg
FORM list(formative
SYNTAX Syn-obj
SEMANTICS sem-obj
CONTEXT context

The immediate subtypes afgn are lexical-sign (lex-sigr) and expressionThe
immediate subtypes a#xpressiorare word and phrase while those oflexical-
sign are word and lexeme The supertype relations eford thus reflect the fact
that words share properties with phrases that lexemes &gk the ability to be
the daughter of a phrasal construct, discussed in the nettosgand that words
share properties with lexemes that phrases lack (e.g. @ainARG-ST list).
These cross-cutting properties of words are accommodateiieating feature
structures of this type as both a kind of expression and addmekical sign. The
resultingmultiple-inheritance hierarchy is sketched in (28):

(28) sign

A

expression lex-sign

phrase  word lexeme

We are now in a position to illustrate in more detail what tlagious signs
introduced earlier in this chapter will look like in SBCG. &all that double
brackets indicate a function — i.e., an item of the languagher than a func-
tion description — i.e. an item of the grammar.) The follogvisiagrams display
most of the main properties of the feature structures cpaoeding to the words
Pat, laughed andlaugh?>26

A further abbreviation: NP, = NP & |SEM|INDEX Z}

26The PHON values here are schematic, simply indicating a plogical phrase ¢-phr) in-
cludes a given phoneme sequence. The phonological phrate lwe modeled in terms of tree
structure. Add refs.



3.3. SIGNS

(29) a.[[

word

PHON

FORM
ARG-ST

SYN

SEM

CNTXT

¢-phr
/paet/
(
é

Pat)
)

CAT

VAL

MRKG
[INDEX

noun
SELECT ()
XARG ()

()
det

name-fr

FRAMES < NAME

NAMED

83
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'word
¢-phr
PHON [/laeft/
FORM  (laugh+ed
ARG-ST (NP[hom; )
[ [verb
VF fin
CAT SELECT ()
SYN XARG
MRKG unmk
| VAL ( NP[nom.. ]; )
'INDEX s
SEM exist-fr
FRAMES < BV s
CNTXT

( NP[nom.. ;)

laugh-fr

, |ACTOR

SIT

]
S

past-fr
ARG s

;
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c. [[lexeme
PHON

FORM
ARG-ST

SYN

SEM

CNTXT

laugh)
NP[... 1)
verb
SELECT ()
CAT XARG { NP[...
MRKG unmk
| VAL (NP[... 1)
INDEX s ]
laugh-fr
FRAMES < ACTOR >
SIT S

})
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The sign corresponding to the (sentential) phidaelaugheds given below.
It should be noted that the diagram presents a sisigie which by definition has
no daughters; it does not show a construct, which corresptmd local tree (or

show a more ramifiedlerivation tree). Our model of a phrase or sentence is a

single sign. This sign contains all the relevant informatidrees come into the
picture only as record of a kind of fictive history accordimmgwhich the sign is
‘constructed’ — fictive because the system is declaratiVeoastraints applying

simultaneously.
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(30)  [[phrase 1]
pHON |“PN"
/paetleft/
FORM ( Pat, laugh+ed
| [verb 1]
VF fin
CAT |SELECT ()
SYN XARG ( NP[nom.. ;)
VAL () _
IMRKG  unmk |
[INDEX s ]
[name-fr exist-fr
FRAMES < NAME Pat| , Bv ,
SEM INAMED °
[laugh-fr
ACTOR i/, iaRngr >
SIT s ’

We will return to various syntactic and semantic detailsspmposed here as
we present the theory in which these signs are embetid&d.repeat at the risk of
tedium that the objects of our grammatical description aretrees; nor are they
sets of trees put into correspondence by constraints osfsemations. Rather,
signs are constructed by a single, recursive process thldsbhuords from one or
more lexemes and phrases (phrasal signs) from one or moresskpns. Each step
of this process (which is representable as a derivatior) treelves aconstruct
that consists of a mother and its daughters, as illustrat€atl):

2"Note that since feature structures are total functiongllibds that all signs have a value for
FORM, SYN, SEM, and CONTEXT. Similarly, all lexical signs stun addition specify a value
for ARG-ST. Crucially, however, a lexical or phrasal deptinn may specify minimal information.
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phrase
(32) FORM ( Kim , laugh+ed)

word word
FORM ( Kim ) FORM ( laugh+ed)

lexeme
FORM ( laugh)

A constraint that defines the grammatically distinctivepgadies of a class of
constructs is called @@mbinatoric construction.

3.4 Constructions

As emphasized above, a grammar signature defines a spack-tdnesd feature
structures (functions) by placing general constraintshendomain and range of
each type of feature structure. This space includes an tafgat of signs. But
only a subset of the signs consistent with the constrainessgrmmar signature
are well-formed signs of the language in question (althotngh subset is also
infinite). For example, we want to ensure that (32) is not a sigenglish:
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(32)

phrase
PHON

FORM

SYN

SEM

CHAPTER 3. SIGNS AND CONSTRUCTIONS

_gb-phl‘
/pattor/

( Kim, the)

[verb
VF

CAT
XARG

VAL ()
IMRKG  that

INDEX s

FRAMES <

fin

SELECT ()

( NP[nom..

name-fr
NAME Bo
NAMED ¢

i)

sneeze-fr astufr
|ACTOR i, KRG
SIT s s

;

Given what we have said so far, (32) is a well-formed feattnecture of type
sign Each feature (PHON, FORM, SYN, SEM, and CNTXT) has a valuarof
appropriate type and each of these values is a function thatspecifies well-
formed values for all and only the appropriate features, smdiorth. However,
even though this is the case, the problems with the featmetate in (32) are
numerous:

(33) a. Thisis a finite clause whose FORM valué i6m , the), yetKim theis
not a well-formed English clause..

b. The FORM value( Kim , the ) has been phonologically realized as
/petto:/.

c. The meaning of the sentence is (roughly) that a persont&meneezed
at some time in the past, yet that meaning cannot be expréysater-
ing Kim the
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Clearly, we need more grammar than just the inventory oftygred the feature
declarations that are specified in the grammar’s signateetule out unwanted
signs like (32) by introducing an inventory obnstructions— aconstructicon —
and a general principle requiring well-formed signs (ottiam lexemes or unan-
alyzable words) to be licensed by some construction. Wefallbw tradition and
distinguish the constructicon from thexicon, which is a set of lexical entries,
each of which is a description of a family of lexical signs.

A construction in SBCG is not simply “any conventionalizesdrpng of form
and meaning”, as assumed by Goldberg (1995, p. 4) and mueiopsework
in Construction Grammar. Rather, a construction in SBCGasrastraint that li-
censes a particular class of feature structures by spegifsertain properties that
they must have. In particular, combinatoric constructispscify classes of con-
structs, which are feature structures containing a moigerand a list of daughter
signs, that is, local trees with signs at the nodes. To be sugse constructions
will induce conventionalized pairings of form and meaningthe mother sign,
but the mechanism by which they achieve this is circumsdrivéh particular
reference to mothers and their daughters, in a way that wedesaribe. It should
also be noted at this point that signs and constructs areneairily objects in an
SBCG model of a language.

Signs in SBCG are licensed by a general grammatical priaciglich we
formulate as follows:

(34) The Sign Principle:
Every sign must be lexically or constructionally licensed.

e A sign is lexically licensed only if it satisfies some entrythme
lexicon.

e A sign is constructionally licensed only if it is the mothdrsome
construct.

This principle presupposes that in order for a feature stinecto be well-formed,
it must satisfy all the constraints of the grammar signatiine Sign Principle thus
specifies a further condition that must be satisfied by feadtnuctures that are of
typesign i.e. lexemes, words, and phrases. The goal of the next tatmss is
to lay out the assumptions that underlie this simple forinoteof grammatical
theory.
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3.4.1 Lexical Constructions and Lexical Entries

The properties of a word — a verb, say — are partly determined lexical en-

try (a lexeme-description in the lexicon), partly by Lexefge Constructions,
and partly by one of a set of Inflectional Constructions tHetwawords to be
built from lexeme<® The morphological base, semantic frame, and valence list of
laughed for example, are specified in the lexical entry for the lekitemlaugh

(on which, see below), but its inflected form and the addedstcaimt that the
CASE value of its subject (its first, and only, ARG-ST membagst benom is
determined by the preterite construction, one of a handfuiftectional construc-
tions that survive in the grammar of Present-Day English.

We fit derivational and inflectional constructions unifoynihto a two-level
mode, one that is articulated in terms of a mother and its lot@u¢gs)?° For exam-
ple, the verbal word whose form iaughedis constructed from the verbal lexeme
whose form idaugh in accordance with the Preterite Construction. We wiléref
to a mother-daughter configuration of this sort aoastruct.

In order to express constructional generalizations in tesyatic way, it is use-
ful, indicated above, to model constructs as feature strastof the form sketched
in (35):

(35)
DTRS nelisi(sign)

MTR  sign ]

MOTHER (MTR) is used to specify the sign that is constructed igiven con-
struct; the value of MTR is a sign. The feature DAUGHTERS ([3)Rpecifies
the more basic sign(s) which must be licensed in order fombéher to be; the
value of DTRS is a nonempty lishélisi) of signs. It is feature structures of this
kind that are licensed by particular constructions. Thessmked constructs in turn
give rise to the set of well-formed signs, as per the Signdisla in (34) above®

280ur approach to morphology here is realizational, perhdgsest in spirit to the approach
developed by Stump (refs) and others (refs). Lexical affexesnot signs; rather affixation (as
well as more complex morphological processes) are as dittay the morphological functions
associated with specific lexical constructions.

29The approach to lexical constructions adopted here is bas@tbas developed originally (to
the best of our knowledge) by Copestake 1992. See also Sag28083, ch. 16, Sag to appear,
Koenig 1999, and OTHER REFS??

30ADJUST THIS FOOTNOTE: The terms ‘construct’ and ‘constiant thus have a mean-
ing here that is distinct from the way these terms have beed irsthe Berkeley Construction
Grammar (BCG) tradition exemplified by Fillmore, Kay and ©i@or 1988, Fillmore and Kay
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What then is a construction? In SBCG, a construction is atcaing defining
the properties that are common to all instances of a givelufeatructure type.
That is, a construction is a constraint of the form shown &) (8/here each is a
type name and is a description that all instances-omust satisfy:

3) 7 = D

Each construction licenses a grammatically distinct atdg®nstructs.

The immediate subtypes obnstructarelexical-construc{lex-cx) andphrasal-
construct(phr-cxy. Lexical constructs (following Sag et al. (2003, ch. 16} fur-
ther classified in terms of the subtyp=rivational-constructderiv-cx), inflectional-
construct(infl-cxt), andpostinflectional-construdpinfl-cx{).3! This hierarchy of
construct types is sketched in (37):

(37) construct

lex-cxt phr-cxt

deriv-cxt infl-cxt  pinfl-cxt

The lexical signs (but not the phrases) repeated below actiin as the mothers
and daughters of the lexical constructs depicted above8h (2

1996, Kay and Fillmore 1999, Kay 2002a[tags], Michaelis bachbrecht (000), Michaelis (000),
others??? In the BCG tradition, a construct was any flesleature structure tree’ (See Kay
2002b[inf. sketch]) — of any degree of configurational coaxfil, including single node feature
structure trees. In the present approach, feature steitees have been recast as feature structures
specifing values for the features MTR (a sign) and DTRS (afisigns). In addition, the notion
‘construct’ is restricted to the intuitive equivalent of @l determinate local tree. A construction
is the grammatical constraint (analogous to a ‘rule’) tierses a particular set of constructs. The
major theoretical changes, are thus: (1) replacing treidsfeature-structures-at-the-nodes (fea-
ture structure trees) with feature structures simplicitied (2) imposing locality on constructions
and constructs by making each in its respective domain spored intuitively to a local tree.

31Add refs. Runner and Aronovich.
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(38) sign

/\

expression lex-sign

phrase  word lexeme

That is, lexical constructs, which we discuss in the remairdd this section, are
constrained by the following type declaration, specifiedhi@ grammar’s signa-
ture:

(39) lex-cxt [DTRS list(lex-sign)|

(The daughters (if any) of a lexical construct are all of tyg@esign i.e.
are words or lexemes.)

Lexical Entries

Let us begin with lexical entries. As in most feature-bagesbties of grammar, a
lexical entry (le) is specified as a constraint relating afoa syntactic category,
and a meaning. In SBCG, lexical entries contain varying elegiof information
about all aspects of lexemes. A lexical entry is thus a feasgtmcture description
that describes a class of lexical signs — lexemes or, pgssibtds.

A lexical entry like (40) licenses a feature structure lik&) (pn-wdstands for
proper-noun-wgd:3233

32We assume here that the predications of proper names arefptimtir semantic content.
Alternate views are possible; see, for example, Pollard Sagl (1987, 1994), who treat these
predications as part of the set of background conditionsipé within CNTXT values.

331t is unnecessary to indicate.”.” in the lexical entry (40) because this information is atiga
contained in the reference to tlex-itemconstruct. The reader should also bear in mind throughout
that whenever a type is indicated in a diagram all the coimigr@ampinging on the supertypes of
that type are inherited, and so are not explicitly shown.
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(40)  [pn-wd |
FORM (Kim)
'INDEX i ]
SEM name-fr _
FRAMES NAME Kim
NAMED 1
(41)  [[pn-wd 1]
FORM  (Kim)
ARG-ST ()
[ ‘noun 1]
SELECT ()
CAT |CASE nom
SYN XARG ()
VAL () _
IMRKG  det |
INDEX i ]
SEM name-fr _
FRAMES NAME Kim
NAMED 1

Notice that there must be a value for CASE in (41) — (eithem or aco),
since (41) is a total function (as are all the functions witit), not a constraint on
functions. Consequently, a diagram just like (41) excephfavingnomreplace
by accwould have served just as well to illustrate a construcs$atig the lexical
entry in (40).

The grammar contains various type constraints that impagkdr conditions
on feature structure well-formedness. Because the featuneture in (41) is of
typepn-wd for example, it must obey the type constraint (a lexicadslkeonstruc-
tion) sketched in (42):
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(42)

pn-wd =

SYN
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noun

CAT |SELECT ()

VAL

XARG
()

MRKG det

()

The basic intuition behind the theoretical and terminataginnovations pre-
sented here (which distinguish SBCG from earlier work in &action Gram-
mar), is that constructions license the building of sigrbkesi out of nothing (in
the case of lexical entries) or else out of one or more dissigns (in the case of
all other constructions). The constructions thus form argige system much like
a Context-Free Grammar. Crucially, constructions (like30%iles) are static con-
straints on mother-daughter configurations (construetd)thus provide a declar-
ative, order-independent, characterization of grammiaes€ design properties of
SBCG make excellent psycholinguistic sense, as argued ¢yata Wasow (in
press).

For various reasons, the class of lexical items that sasisfylexical entry is
infinite. This is true even in the case of the lexical entry Kam given in (40)
above, because there are infinitely many indices that carksas the value of
the feature INDEX in (41). Various of the features specifigthim the CNTXT
value (e.g. SPEAKER, ADDRESSEE) are also index-valuedhéurexpanding
the space of feature structures. However, all feature stres that differ only in
this way are equivalent for grammatical purposes; the ordymgnatically signifi-
cant distinction among these functions is the value for dagure CASE.

In other circumstances, a given construction will licens@itely many fea-
ture structures that differ from one another in grammalycsignificant ways. One
place where this arises has to do with the feature strucheesssed by verbal, ad-
jectival, and prepositional lexical entries that specifgamempty ARG-ST (and
VAL) list. For example, the lexical entry for the lexertaughis sketched in (43)
(siv-lexemebbreviatestrict-intransitive-verb-lexemg

(43) [siv-lexeme |
FORM ( laugh)
INDEX s
SEM laugh-fr
FRAMES < [SIT s]>
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This lexical entry interacts with various constraints teekse infinitely many fea-

ture structures like (44):

(44) [siv-lexeme
FORM  (laugh)
ARG-ST ( NP[...] )
[ _verb
car |SELECT ()
XARG  ( NPJ[...
SYN
MRKG unmk
[INDEX s ]
SEM laugh-fr |
FRAMES ACTOR 4
SIT S

1)

The key thing to see here is that the ;NP .] on the ARG-ST list (and the
identical feature structure on the XARG list; see below) tinesfully specified in
(44), even though neither the lexical entry in (43) nor anyhef constraints that
affect (44) places any restriction on what this NP featuracstire should have
as its FORM or SEM value, for instance. This is as it shouldsiace this NP
feature structure will be identified with the subjectafighand there are infinitely
many NP signs that could perform that function, correspogdb infinitely many
sentences of the form: ‘NRugh/laughed/laughs

As noted earlier, the semantic and ARG-ST properties ofrtexelasses are
organized by the hierarchy of lexeme types, i.e. the sulstygbehe typdexeme
This method is illustrated by the partial lexeme hierarahyis) 34

34We abbreviate as followstrict-intransitive-verb-lexemgsiv-Ixm e.g.die), subject-raising-
verb-lexemésrv-Ixm e.g.seen), subject-control-verb-lexen{scv-Ixm e.g.try), strict-transitive-
verb-lexeme(stv-Ixm e.g. devou), object-raising-verb-lexeméorv-Ixm e.g. believe, object-
control-verb-lexeméocv-Ixm e.g.persuadg, ditransitive-verb-lexemgtv-Ixm e.g.hand.
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(45) verb-Ixm
intr-verb-Ixm trans-verb-Ixm
siv-Ixm srv-Ixm scv-Ixm ... stv-Ixm orv-Ixm ocv-Ixm dtv-Ixm

We assume all verbal lexemes obey the constraint in (46Xx{edlkclass construc-

tion), which says that a verb’s first argument is its exteangliment and that verbs
are unmarked?®

(46) [ARG-ST (X,...)
verb
verb-Ixm = SYN CAT YARG <X)}
MRKG unmk

But lexical class constructions are stated at diverse $egel as to affect, for
example, all lexemes, all verbal lexemes, all intransivieeh lexemes, or all lex-
emes of a particular maximal (leaf) type. A given lexeme nobgly the constraints
specified in the lexical entry that license it, but it musibatdey the constraints
that affect all the types that it instantiates. A ditranvgfiexeme, for example, must
obey whatever constraints affedtlv-lexemetrans-verb-lexemeverb-lexemgeand

35Variables such aX¥, X;, andY range over feature structures in the constraints and agt&ins
that are formulated her&-variables andL-variables range over sets of feature structures and lists
of feature structures, respectively. A colon indicates thae immediately following constraint
must be satisfied by all values of the immediately precedar@ble, i.e. it introduces a restriction
on a variable.
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lexeme A given lexical entry can thus be streamlined so as to irelomnimal
stipulation, leaving it to the theory of lexical classes feied in the lexical class
constructions) to determine which lexical properties anmpatible with it

This approach allows for underspecification of a kind thainpes a given
lexical entry to license lexemes of more than one lexicaétyfye presume this
is the right way to analyze a variety of lexical problems/uding the analysis of
‘sprayload alternations. That is, we assume that a verb skeayhas one lexical
entry that is compatible with two distinct lexical class stractions.

For examples, suppose there are two lexeme types clay-loadl-Ixmand
spray-load2-Ixm(both subtypes ofrans-verb-Ixm that are constrained as fol-
lows 37

(47) a. [ARG-ST (NP, , NP,, PPir]. )
[INDEX s |
[sI-fr |
spray-load1-|
pray-loadl-Ixm=- SEM SIT s
FRAMES (|ARG1l =z
ARG2 y
ARG3
b. [ARG-ST (NP, ,NP., PPpith],) |
[INDEX s |
[sI-fr ]
spray-load2-I|
pray-load2-xm=- | SIT s
FRAMES (|ARG1l =
ARG2 y
ARG3

Heresl-fr designates a supertype of the frames associated spthyload verbs
and ARG1, ARG2, ARG3 are the role features that we assumeoanenon to all

36This kind of simplification is typical of object-orienteda@gses of complex data.
3"Here we abbreviate as follows:
PPir] = PP &[CAT|LID dir-fr} PPith] = PP &[CAT|LID with-fr
We assume thatir-fr (directional-framé@ is a supertype of those frames that are lexically associ-
ated with directional prepositions.
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such frames. Thus, simply by adding a lexical entry like #8e lexicon (which
is compatible with both lexeme types in (47), we allow fortb&inds of lexical
items to be licensed:

(48) FORM ( spray)
SEM  |[FRAMES ([spray-fil)]

The proposal just sketched assumes that spray-load dlraavolve no seman-
tic difference, but slight modifications could be made thauld accommodate
different assumptions, as long as the two meanings for eadhare systemati-
cally related.

Morphological Functions

In the next two sections we discuss inflectional and deoweati constructions. A
key part of such word-building constructions are therphological functions. As
part of that discussion we present, as an example of an iftedtconstruction,
the Preterite Construction. This construction builds thetgrite form of a verbal
lexemeThat is, constructs licensed by the Preterite Constrodtave a DTRS list
containing exactly one feature structure of ty@eemeand a mother of typevord.
The mother must include the appropriate FORM value and &lscatditional
semantic bits corresponding to the meaning of the preteoiel. The form of the
mother is the image of the form of the daughter under the naggical function
Fpret-

Morphological functions allow us to model ‘elsewhere’ pberena in SBCG
morphology without changing the overall logic of the arebiure, as well as
to deal with other problems posed by various kinds of irragty. We take the
FORM value of a given lexeme (of tygerm) to be a singleton list containing the
inflectional stem associated with that lexeffe.

A member of the domain of a morphological function is an oedgvair giving
the member of the lexeme’s FORM list and its LID value; thegecodomain)
consists of the set of forms, including those constructaatffixation. Both FORM
and LID values must be consulted because in some cases & FAORM value
that determines the inflected form (elgwve=- hadfor all of the distinct lexemes

380ur discussion here simplifies in various respects, igmpitie possibility of multiple stems,
for instance. Morphological functions will effect stemeatiations as necessary. However, it is not
clear that more than one stem is necessary for any Englighmexalthough multiple stems for
different tenses, cases, etc. are commonplace in langgagesally. ADD REFS. Bonami, etc.
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havg and sometimes the LID valugg recline’ = lay, lie ‘prevaricate’=- lied).
F,re: might be defined along the following lines:

(49)

(z,y) Fpret(, y)
<bey) undefined
(havey) had
(lie,'recline’) lay
(dream‘dream’) | dreamt
{

{

{

swim ‘swim’) | swam
buy, ‘buy’) bought
keep ‘keep’) kep+ed

Otherwise
(z,y) (z+ed)

Special constructions will be needed to specify the preetéarms of BE for
various person and number pairings. All lexemes with FOR&Mewill be in-
flected the same for preterite had lie ‘recline’ will be inflected aday by the
third line of the function andie ‘prevaricate’ will be inflected atie+ed by the
‘Otherwise’ clause. As shown here for illustrative purpgde,,.., will only pro-
duce the irreguladreamtpreterite form ofdream A special construction would
be posited to get theream-+edform. This formulation is consistent with the view
that both forms are memorized. On the alternate view, trateular forms are
produced by the regular process and only the exceptionaid@f the doublets
memorizeddreamwould be omitted from the exception list at the beginning of
F,r.:. Thendream+edwould be licensed by the ‘Otherwise’ clauseRyj..; and
a separate construction would be positeddagamt Swamand boughtare un-
problematic irregular forms without doublets. The inflectiof (keep, ‘keep’ as
kep+edis intended to illustrate the ability of morphological fuions to deal with
stem changes, although it is arguable that this inflectiod, analogous ones in
English preterites, should simply be viewed as suppletive.

39Non-past-tense uses of the preterite morphological formhss counterfactual conditional
protaseslf | had my way,.).could in principle be licensed by a separate inflectionalstauction
that also avails itself of,..;. Alternatively, one might pursue a semantically bleachpogt-
inflectional ‘pumping’ construction, whose mother and w&glaughter do not differ in FORM.
In either case, special arrangements must be made to digimgor example, counterfactull
were...from its past tense analoglw/as... We will not resolve these issues here.
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Inflectional Constructions

In addition to the general constraints on lexical consguciflectional constructs
have more specific properties that are specified as part gjrdreamar signature
(nelis{(T) stands for a nonempty list, each of whose members is a teatuurcture
of (some subtype of) typ€.):

(50) . MTR  word
infl-cxt )
DTRS nelisilexemg

(The mother of an inflectional construct is of typerd; the daughters
must be lexemes.)

This treatment embodies the traditional intuition thataoflonal constructions are
resources for building words from lexem@s.

An inflected word likelaughedis modeled via feature structures of the sort
sketched in Figure 1. Because this is a well-formed constilve feature structure
in (51) is constructionally licensed:

40There is usually, if not always, a single daughter in an iniée@l construct. For convenience,
we here ignore languages with layered inflection.
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[infl-cxt
'word ]
FORM  (laugh+ed)
ARG-ST (NP;[nom...])
I [verb 1]
VF fin
CAT SELECT ()
SYN XARG ( NP;,[nom..])
MTR .
MRKG unmk
| VAL ( NP;,[nom...]) |
[IND s ]
. laugh-fr
SEM -f -f
FrRaMES ( |E9SYT | acTOR i, |PRSUT
BV s ARG s
SIT S
[lexeme ]
FORM  (laugh)
ARG-ST (NPjnom...])
| verb 1]
VF fin
CAT SELECT ()
SYN XARG (NP;[nom..])
DTRS < . >
MRKG unmk
| VAL (NP;[nom...]) |
[INDEX s ]
SEM laugh-fr |
FRAMES ACTOR i
SIT s

Figure 3.1: AlaughedConstruct
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(51)  [[word 1]
FORM  (laughed)
ARG-ST < Npiln(’m] >
[ verb ]
CAT VF fin
SELECT ()
SYN XARG ( NP,[nom..] )
VAL < NP; nom] >
_MRKG unmk |
'IND s ]
. laugh-fr
SEM - _
FRAMES exist-fr |acTor il past-fr
BV s SIT ARG s
S

Several observations are in order here. First, the SYN gabfithe mother and
the daughter in Figure 1 are identical. Second, we have geolva Davidsonian
analysis of the preterite that introduces a tense framegattie situation of the
lexeme’s frame as its argument and an existential quantiireting the situation
variable*! This ignores many interesting issues in the semantics stam En-
glish; but however the semantic analysis of past tenseiguéated, the past tense
semantics will be absent from the lexeme daughter in Figubeitlpresent in the
semantics of the preterite word. Third, preterite congli&e the one in Figure
1 belong to the typenfl-cxt, and hence must obey all constraints affecting feature
structures of that type. Fourth, in the feature structdusitated here the VAL list
is identical to the ARG-ST list. This is not the only possilgil A word’s VAL
list is shorter than its ARG-ST list whenever an argumentesponds to a gap in

“1In the next chapter, we will refine this analysis in terms strieted (generalized) quantifica-
tion.
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a filler-gap construction, is realized as a pronominal a#ixy(in French ‘clitic’
pronouns, which are affixal in nature REFS), or else paip in one of the var-
ious kinds of ‘null instantiation’ (Fillmore 1986). Similg, the SELECT value
is here realized as the empty list, reflecting the fact thatdhuse this verb will
project (a non-relative clause) cannot function as a madFieally, the informa-
tion encoded in Figure 1 is exactly the same as what is preg@mt more familiar
diagram, the unary (non-branching) local tree in Figure &dise of their famil-
iarity, we will use trees whenever possible to illustratatiee structures of type
construct
The Preterite Construction can now be formulated as folitivs

(52)  Preterite Construction (preliminary formulation):

[FORM  (Fpe(X))
ARG-ST L;:(NP[noni,...)

wTR  |SYN Y:[CAT %G finﬂ

3-fr past-fr
BV s| |ARG s

[FORM (X))
ARG-ST I,

DTRS < SYN Y >

IND s
FRAMES L,

SEM|FRAMES L, ¢ <

preterite-cxt =

SEM

One way of paraphrasing (52) is as follows: Given a verbathes#® one can
construct a verbal word meeting the following four condiso

(53) a. the word's VF value iBnite

42See note 35 above. Recall that a variable followed a colorsagiescription indicates a re-
striction that values of the variable must satisfy.

43It must be a verb because its CAT value must be compatibleavitR specification, and the
grammar signature ensures that VF is appropriate only fatufe structures of typeerhb.
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word
FORM  (laugh+ed)
ARG-ST (NP;j[nom...])

[verb

VF
SELECT
XARG

CAT
SYN

VAL ( NP;,[nom..
MRKG unmk

[IND s
SEM exist-fr

FRAME
S <[BV S

lexeme
FORM  (laugh)
ARG-ST (NP;jnom...])

[verb
VF
CAT

SYN XAR

VAL (NP[
MRKG unmk

[IND s

SEM !

FRAMES <

] laugh-fr l

SELECT ()

ACTOR
SIT

fin
()
( NP;,[nom..])

Iy

past-fr

ACTOR ARG s

SIT s

fin

G ( NP;[nom..])

nom..])

augh-fr

)

Figure 3.2: AlaughedConstruct in Tree Notation

(preterite-cxt)
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b. the word’'s FORM value is related to that of the lexeme veartiorpho-
logical functionF,,..;,*

c. the word’s SYN and ARG-ST values are identified with tho§¢he
lexeme daughter, thus requiring that everything in theciaixentry that
licensed the lexeme be consistent with the constraintsdotred by this
construction, e.g. that the subject valent's CASE value cminative,
and

d. the word’'s FRAMES list adds a ‘pastness’ frame and anexist quan-
tifier to the lexeme’s FRAMES list, identifying the argumaeott this
frame with the situation specified in the lexeme’s origimahfie and with
the variable bound by the existential quantiffer.

Notice that it would be redundant for the construction in)(52 explicitly
stipulate that the MTR value be of typeord or that the daughter must be of
typelexeme Because the constructs licensed by the Preterite Cotisinuare all
instances of the typmfl-cxt, they must obey all constraints on feature structures
of this type imposed by the grammar signature. As we havaadyrseen (50),
requires that the MTR value of all inflectional constructobé&/peword and that
all daughters of inflectional constructs be of typremeHence this is true of all
preterite constructs as well, by the process of constraimritance (see section
3.2 above).

Moreover, as we scale up our analysis of English morpholthgy,construc-
tion can be further simplified. Since all finite forms in Ergdlirequire nominative
subjects, as shown in (54),

(54) a. She/*her walked home.
b. They/*them walk home after work.
c. | suggested that he/*him walk home.
d. I/*me am walking home today.

we will surely want to posit a subtype affl-cxt (and supertype gbreterite-cxj}
to express this generalization. Let us call this new tfipge-cxtand posit the
following type constraint:

4Recall that these morphological entities are distinct ftand more ‘abstract’ than) the phono-
logical entities that realize them. See the discussiondtiae 3.3.1 above.
450ur semantic analysis of the preterite, as represente®jngSimplified in various ways.
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(55) infl-cxt

finite-cxt =
MTR

ARG-ST (NP[honi, ...)
SYN [CAT % finﬂ]

Once this ‘finite words assign nominative case to their firgument’ constraint
is inherited, rather than being stipulated as part of thegAte Construction, the
latter (and all its sister constructions) can be simplifiedifer:

(56) Preterite Construction (final formulation):

'[FORM  (Fpa(X))
ARG-ST I,

MTR SYN Y

3-fr past-fr
BV s| |ARGs >
preterite-cxt=- - ) -
FORM (X))
ARG-ST L,

DTRS < SYN Y >

IND s
FRAMES L,

SEM

FRAMES L, & <

SEM

The simplification achieved here may appear slight, butritigbutes to the over-
all goal of type-based constraint inheritance, which isltmi@ate unmotivated
redundancy from grammar.

Derivational Constructions

Derivational constructions are structured as shown in:(57)

(57) deriv-cxt MTR lexeme
DTRS nelisi(lex-sign

(The mother of a derivational construct is of tylegemethe daughters
of a derivational construct are lexical signs (words or fags).)
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Derivational constructions thus allow new lexemes to bdt Ii@m one or more
lexical signs. For example, we assume that there isgprefixation construction,
sketched in (58), which allowsn-verb lexemes to be derived from a specifiable
class of verb lexemes:

(58) Un-Verb Construction:

I FORM  (F,.(X)) ]
ARG-ST [,

MTR SYN Y
SEM [FRAMESL, @ ...]

unverb-cxt= [stv-Ixm |

FORM (X))

DTRS <ARG-ST L, >
SYN Y
SEM[FRAMESLQ}

We have assumed here that only strict-transitive verbaress (lexemes of type
stv-Ixn) can give rise tan-verb lexemes. However, there is room for disagreement
about whether the relevant constraints that should be glan€58) are syntactic,
semantic, or some combination of the two.

Since inflectional constructs are required to have a daugltsype lexeme
a natural relation exists between the two types of constmctlerivational con-
structions feed inflectional constructions. That is, avd&tiexeme, one that is the
mother of a construct licensed by some derivational constm, can then serve
as the daughter of a construct licensed by an inflectionastcaction, as illus-
trated in Figure 3, where the two constructs are conflateth the shared lexeme
serving simultaneously as mother of the derivational coiestind daughter of the
inflectional construct. Derivational constructions casodieed other derivational
constructions and inflectional constructions can somegifeed derivational con-
structions; an example is the case of nominal compounds ichahe modifying
noun is inflected for plural: e.ggrants secretary

Derivational constructions, which we will have more to sépat in Chapter
5, include, among others:

(59) a. passivization, which feeds overt inflectional candtons in many lan-
guages and word-formation processes in English (see Bie@l PAGE?),
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[Tword 1]
FORM ( [un+tie]+d)
[ verb
CAT \S/ELECT ?n> reterite-cxt
SYN (preterite-cxt)
VAL (NP;,[nom..], NP[acc..])
|MRKG  unmk |
iy | .
lexeme
FORM ( un+tie)
[ verb
CAT \S/ELECT ?n> nverb-cxt
SYN (unv xt)
VAL { NP,[nom..], NP[acc..])
|MRKG  unmk |
Tlexeme 1]
FORM (tie)
[ verb
VF fin
AT
< SELECT ()
SYN
VAL ( NP,[nom..], NP[acc..])
|MRKG  unmk |

Figure 3.3:Un-Verb Construction Feeding Preterite Construction
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b. agentive noun formation,

c. denominal verb formation (ref. Clark and Clark),
d. various kinds of nominalization,

e. theUn-Adjective Construction, and

f. the-Able Adjective Construction.

An example of a binary derivational construction is Englisbun-noun com-
pounding. By specifying the DTRS value odariv-cxtto be a list oflex-signs
we allow members of compounds to be inflected words, as wébh@snes.

The general compounding construction, which appeals totegtually salient
(but otherwise arbitrary) property to relate the interpteins of two nouns, ac-
counts for compounds like the followirf§:

(60) a. pumpkin bus: ‘a bus that was used in some previous&rcLLo a pump-
kin patch familiar to the relevant interlocutors’

b. Jaeger potato: ‘potato of the kind that the speaker oned {8 some-
thing when spending an evening with someone named Jaeger’

c. Beatles fan, women friends, people smugglers

Examples (60a) and (60b) illustrate attested innovativepmunds. Examples c,
also attested, exemplify some of the subtypes of noun-noonpounds exhibiting
internal inflectiortt’

It is also possible to incorporate proposals like that of €dpke and Las-
carides (1997), which posits a number of more specific canstms specifying
patterns that fit particular classes of nouns together ineationalized ways. We
will not examine that possibility her.

46Ref. Kay and Zimmer 1976. Downing 1977. Copestake, A. and aschrides [1997] Inte-
grating Symbolic and Statistical Representations: ThadaexPragmatics Interface, Proceedings
of the 35th Annual Meeting of the Association for Computa#ibLinguistics (ACL97), Madrid,
July 7th—12th 1997, pp136-143., Levi, J.H. (19T&E Syntax and Semantics of English Nminals.
New York: Academic Press.

47Cf. Bauer and Reynaud (2001) [= Bauer, Laurie and AntoinRt#gnaud. A corpus-based
study of compounding in Englislournal of English Linguisticg9, 101-123].

48As we have noted, the first member of most noun-noun compoisrasexeme ¢omputer
screen pumpkin busetc.), but in others it is a wordalgorithms coursgsales tax etc. Pinker
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Postinflectional Constructions

Postinflectional constructs are structured as follows:

(61) infl-cxt
Pt 1pTRS  list(word)

MTR  word ]

(The mother and daughters of a postinflectional construetcértype
word.)

Postinflectional constructions thus allow for words to beva from other words.
Sag et al. (2003) introduce this category as a way of incapay a number of
proposals that have been made (by Warner (1993), Kim and Z#2), Kim
(2000) and others) in terms of lexical rules that create duzgelecting auxil-
lary verbs (e.gdid (noft), will (not)), as well amot-contracted words (e.glidn't,
couldn’f) and related elements.

Various other lexical regularities can be analyzed in teofespostinflectional
construction. For example, Sag et al. (2003) present argtestiional analysis
of it-extraposition. This can be recast in the present framewortke manner
sketched in (62):

(62) Extraposition Construction:

(REF), Kiparsky (REF) give reasons that that the first menolbernominal compound cannot be
a word. Bauer and Reynaud, in a corpus study, discuss thentatances under which it is likely
to be one. Ramscar (REF) discusses many further such example
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FORM L,
ARG-ST L,

CAT X
SYN|MRKG Y

VAL (NPit]) & Ly & (W)
SEM Z

MTR

extra-cxt = -
FORM L,

ARG-ST L,

CAT X
SYN|[MRKG Y >

VAL (W:CP) @ Ly
SEM  Z

DTRS <

This construction licenses words that taksubjects and sentential complements
on the basis of the existence of phonologically, and presiyreemantically, in-
distinguishable counterparts that take sentential stdbj@the words licensed by
this construction are fully equipped to project head-canp@nt phrases of the
sort discussed below, with the extraposed clause appeasiregcomplemerif
Verbs or adjectives whose cooccurring clauses occur ondxiraposed position,
e.g. the instances of (non-raisinggemand appearillustrated in (63), are sim-
ply listed in the constructicon with the same ARG-ST valuelasnents that are
constructed by (62):

(63) a. It seems that you've been called for jury duty.

b.*That you've been called for jury duty seems.

Finally, it should be noted that it is sometimes difficult teakrn the differ-
ing consequences of a postinflectional analysis and a diermeone. Sometimes
the issue is decided by the feeding relations between thetreation in question
and other derivational constructions. For example, a wicehked by a postinflec-
tional construction cannot usually serve as the daught@defivational construct
because most derivational constructions require a daughtygpelexemeHence,

“9For a more comprehensive analysis of English extrapositidrere extraposed clauses are
treated as non-complement dependents, see Kim and Sag (R2@0éss).
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treating a given alternation via a postinflectional congtan insures that the re-
sult cannot feed most derivational constructions.

3.4.2 Phrasal Constructions

Phrasal (syntactic) constructs work in the same way asdégmnstructs, except
that they construct phrases from expressions:

(64) MTR phrase
phr-cxt . .
DTRS list(expressioh

(The mother of a phrasal construct must be a phrase and tlghtias
must be expressions, i.e. words or phrases.)

The Subject-Predicate Construction

Simple declarative clauses are licensed by the Subjeciidate Construction,
sketched in (65):

(65) Subject-Predicate Construction(preliminary version):

CAT [MRKG Xl}
MTR [SYN
VAL ()
Sp-cxt = CAT|VF fin|
DTRS <X2, SYN|MRKG X;:unm >
VAL ( X))

This construction says that a [VAL )] phrase can be built from two daughters,
as long as the second is a finite (and hence verbal) sign tleatséor the first via
the VAL feature. Independent principles (that is, lineaegadence constraints)
require that the FORM value of the mother be the result of raglthhe members
of the second daughter's FORM value to the FORM value of tise diaughte??

50For convenience, we will henceforth omit discussion of dinerdering, assuming that the
order of elements on the DTRS list determines the order ahetfgs on the mother's FORM
list. This is a gross simplification of a complex set of isstlest have motivated ID-LP format
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Similarly, the Principle of Compositionality introduced the next chapter re-
quires that the FRAMES list of the two daughters be mergedrm the mother's
FRAMES list. With the interaction of these principles, (6isenses phrasal con-
structs like the one in Figure 4. Notice that the mother of tunstruct is just the
phrasal sign illustrated in (30) above.

Although our theory of constructions is strictly localisg. our constructions
— like rules in a context-free grammar — can only make refesdn a mother and
its daughters, we can nevertheless accommodate gramhdgmandencies that
are non-local. In particular, we build on work in the GPSG&@tradition that
has used feature specifications to locally encode infoonabout long-distance
dependencies. Just as the featural representation of gocatée ‘NP’ encodes
the fact there is a head word within whose category is ‘nooitfier feature speci-
fications can encode key grammatical information about ameht present in (or
absent from) a phrase. For example, the VF value of a verbalsph(VP or S)
encodes a morphosyntactic property of the head word withaih phrase. Simi-
larly, the feature GAP is used to encode the absence of an ‘extracted’ element
(or, as linguists often put it: the ‘presence of a gap’) withi given phrase. As
we develop a theory of such feature specifications and timeiptes that govern
their distribution throughout constructs, we will be deyghg a general theory of
what nonlocal information can be lexically selected at enbigevel of structure
or referenced by a construction higher in a phrasal deowati

As has been recognized at least since Chomsky (1%@6¥ical restrictions
are circumscibed, i.e. they are localized in a fashion thastrbe made precise.
Behind the search for the precise characterization of tlegaat notion of locality
of selection is the clear intuition that no language hasekample, a verb that re-
quires a clausal complement that must contain an overt sutbjat is feminine, or
singular, etc. Early accounts of locality excluded sulggebtit since idiosyncratic
case assignment in numerous languages (perhaps most fgroiselandic®)
clearly involves the subjects of verbs, the most likely fapproximation of the

(the separation of constructions and the principles tha¢otheir daughters) and ‘Linearization
Theory’, the augmentation of sign-based grammar to allderieaving of daughters as an account
of word order freedom. On ID-LP grammars, see Gazdar andiull983, Gazdar et al. 1985,
Sag 1987 and ??7?. On Linearization Theory, see Reape 19%1leM1995, 1999, 2002, 2004,
Kathol 2000, Donohue and Sag to appear, other refs?.

5lGazdar 1981, Sag 1982, Gazdar et al 1985, Pollard and Sag 1984, Sag et al. 2003.
Explain history - SLASH to GAP).

52See also Kajita 1968 and Sag to appear.

53See Thrainsson 1975, Andrews 1982, 19??
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1

S

’

_phrase
FORM ( Pat, laugh+ed
[ [verb 17
VF fin
"'word 7
FORM ( Pat)
noun
CAT CAT CASE nom
XARG
SYN SYN
VAL ()
MRKG unmk
VAL ()
|MRKG  unmk ]
[INDEX s -
name-fr laugh-fr
SEM ) _
FRAMES < NAME  Pat ’[;f}St ffl’ ACTOR i ’[Z;séfrb
NAMED 1 s S|T s S
[word "word
FORM ( Pat) FORM ( laugh+ed)
[ noun ] r verb
CAT CASE nom CAT VF fin
XARG () FORM ( Pat
SYN XARG (l { >]>
. SYN
VAL ()
FORM ( Pat
IMRKG  det | VAL <[ { >]>
INPEX i |[MRKG  unmk
SEM name-fr "INDEX )
FRAMES < NAME Pat> .
; . augh-fr
NAMED 1 tf
L . [ems r]’ ACTOR
S
J FRAMES < SIT
past-fr
ARG s

Figure 3.4: A Subject-Predicate Construct
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relevant locality domain is: a lexical element’s grammatidependents. We may
formulate the relevant hypothesis as in (66):

(66) Selectional Locality
For purposes of category selection (subcategorizatioohgnaphoric) agree-
ment, semantic role assignment, and case assignmentcallegad has ac-
cess only to those elements that it is in a grammatical oelatiith (subject
of, complement of, etc.).

Our various features and the particular choices made aheutdture of their
values, taken together with general constraints on howmmddion is percolated
as phrasal signs are constructed, constitute a preciseifation of the basic idea
embodied in (66). In particular, the information lexicatlyecified on an element’s
ARG-ST and SELECT lists constrain the nature of the elemiéntanbines with,
providing access to grammatical dependents, but not toegieswithin them. And
by adding a specific feature like XARG to systematically @gate certain infor-
mation about elements embedded within dependents, wedatédicalize certain
nonlocal information, making it available to an elemenesthg that dependent.

External Arguments

Before proceeding to semantic matters, there are two matarkes and two more
constructions that we must discuss. Our head complemestroation, which is
used to build VPs, APs, PPs, and common noun phrases (CNBkgsmse of
the feature XARG, which was introduced briefly in section.3.8bove. In this
section, we review some of the basic motivation for thisudeat

As a number of researchers have recently shown, there ar@ptena in di-
verse languages whose analysis requires that a verb sglexentential com-
plement, be able to place constraints on the subject witlahdomplement. It is
interesting to examine some of the specific seemingly nahlplbenomena that
have led to such conclusions and the proposals that they digea rise to in
various languages.

Bender and Flickinger (1999) analyze agreement in Engéighguestions by
allowing the subject’s agreement information to percolgteto the level of the
clause. When a clause is combined with the tag of a tag queshiis agreement
information is then identified with that the pronoun in thg.tahis induces the
familiar tag question agreement pattern illustrated in:(67
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(67) they

*(s)he
[They left,] didn’t{ *we  3?
*you

*

The problem here is not selectional locality, but ratheriiseie of construc-
tional locality, about which we may formulate the followihgpothesis:

(68)  Constructional Locality (Context-Freenes$:

Constructions license mother-daughter configurationeout reference
to embedding or embedded contexts.

Notice that Constructional Locality is an immediate consge of the feature
geometry assumed in SBCG, which, unlike earlier work in HP&@ws a fun-
damental distinction between signs and constructs. Qaetginal Locality does
not preclude an account of non-local dependencies in grannsanply requires
that they be locally encoded in signs in such a way that in&iom about such a
dependency can be accessed locally at higher levels of\waten.

Bender and Flickinger assume that the agreement betwedwdhsubjects is
syntactic, and hence that the two verbs and the two subje@sy tag question
must all agree. This view, however, is inconsistent withl\ebwn data like (69):

(69) a. Searsis having a sale, aren’t they?
b. At least one of us is sure to win, aren’t we?
c. The crowd is getting agitated, aren’t they?

Following Oehrle (1987) and Culicover (1992), Kay (2002)wees that the agree-
ment between the two subjects here is semantic in naturepati¢he agreement
between each verb and its subject is syntactic in naturacéldiowever, that in

any analysis positing a structure for tags along the linesvehn (70), the agree-

ment relation between the two subjects is non-local, i.evblves agreement
between two elements that are not sisters:

S4This is not to claim that the stringset of an SBCG must be ascdfitee language.
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(70) S
S S
[XARG ( NP; )] XARG ( NP; )

INV +
ELL +
/\
NP; VP Vv NP;
[XARG (NP;)|  [XARG (NP;)
INV +
ELL +
\
Sears aren’t they

is having a sale

By positing an analysis wherein a clausal sign includes aR&Avalue reflecting
the agreement properties of the clause’s subject, we madasgible to treat the
agreement in tag questions locally, i.e. via a constraoutireng the relevant iden-
tity (coindexing) between the XARG value of the main clause the pronominal
XARG value of the tag clause (the NPs that are shaded in (W&)develop this
analysis further in Chapter 9.

Many researchers have pointed out phenomena in diversadgeg that mo-
tivate the propagation of external argument informatiothefsort just illustrated.
One of these is English ‘copy raising’ (Rogers 1974, PotsdathRunner 2001,
Asudeh to appear), illustrated in (7%):

(71) there’s going to be a stor
There looks likg *it's going to rain
*Kim’s going to win

55Ash Asudeh. 2002. Richard IIl. In Mary Andronis, Erin Deberntp Anne Pycha and Keiko
Yoshimura (eds.), CLS 38: The main session. Chicago, ILc&jo Linguistic Society. Presented
April 26, 2002



118 CHAPTER 3. SIGNS AND CONSTRUCTIONS

Assuming, following Pollard and Sag (1994) that there aredlsubtypes of the
type index— ref (referential-indey, it (expletive-it-index andthere (expletive-

there-indeX— contrasts like these can be treated simply by assocititewglevant
looks likeconstruction with the ARG-ST list in (72§

(72)  [ARG-ST(NP;, S[XARG (NP{[pro])] )]

Also relevant are controlled pronominal subjects in Se@lsoatian (Zec 1987),
Halkomelem Salish (Gerdts and Hukari 2000) and other laggsiawhere con-
trol verbs also include the ARG-ST specification in (72). pineblems of raising
across Polish prepositions (Przepiorkowski 1999, Diskim 2004f and com-
plementizer agreement in Eastern Dutch dialects (Hoh&/L@re similar, and
submit to similar analysis.

Finally, as discussed further in Chapter 5, there are manyli§inidioms
that require referential and agreement identity betweenlgest and a posses-
sor within an object NP, or which assign a semantic role tamthject’'s possessor.
These are illustrated in (73)—(74):

(73) a. Helost [his/*her; marbles].
b. They kept [their/*our; cool].

(74) a. Thatmade [hey hair] stand on end.
b. That tickled [your; fancy].

If an object NP includes information about its (prenomima¥sessor in its XARG
value, then an idiomatic verb lilesecan be specified as in (75):

(75)  [ARG-ST(NP;, NP[XARG (NP[pro])] )]
And, similarly, a verb liketickle can assign a semantic role to its object’s posses-

sor. In both cases, all that is required is that the NP's XAR&nher be identified
with the NP’s possessor, as sketched in (76):

SeNP;,[pro]’ indicates a pronominal noun phrase.
5Polish Numeral Phrases and Predicative Modification Matigkinson May 5, 2004. Un-
published, Georgetown University.
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(76) NP
[XARG (X:NP;)]

your fancy

All of the phenomena just enumerated provide motivationARG specifi-
cations as part of the CAT value of sentential and NP signte Mat XARG lists,
unlike VAL lists, do not shrink as larger phrases are cortsérd. That is, elements
are not ‘cancelled off’ the XARG list. This proposal is an @&xsion of earlier
proposals that have been made within HF86&ynthesizing them into SBCG.

As noted above [(46)], we assume that the XARG value of vdexa@mes is
a singleton list whose member is also the first member of thesvARG-ST list
and its VAL list, as shown in the following lexeme licensedthg lexical entry
for love:>®

S8pollard’s (1994) ERG feature is an early proposal of a nooelling feature coding a de-
pendency relation, based on unpublished ideas of Andre#@soka Kiss (1996) introduced a
feature for the subject of German verbal clauses and cal8JBJECT; this is the feature used
by Meurers (1999) and by Levine (ms.). However, since we atsothis in our analysis of NPs
to make possessor NPs available for external selection,ave adopted the more neutral term
‘EXTERNAL-ARGUMENT’, which was originally introduced in aimilar context by Sag and
Pollard (1991).

59The XARG value is defined as a list in order to simplify the foiation of the Head-
Complement Construction, discussed in the next section.



120 CHAPTER 3. SIGNS AND CONSTRUCTIONS

77 [Tstv-Ixm
FORM  (love)

XARG  ( NP[...] )
CAT  |SELECT ()
SYN

MRKG unmk
| VAL ( NP[...] ,NPj[...])_
ARG-ST ( NR[...] ,NP;J[...1)

[INDEX s ]
love-fr
SEM ACTOR ¢
FRAMES < UNDGR j>
SIT S

By contrast, semantically inert (‘case-marking’) prepiosis liketo or of have an
empty XARG list:

(78)  [[FORM  (of)

' e )
CAT XARG ()

SYN SELECT ()
VAL (NP[...1)
MRKG unmk

ARG-ST (NP[...])
SEM [FRAMES ()]
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The Head-Complement Construction

With these lexical contrasts in place, we can now analyzelifferent properties
of VP and PPs without proliferating head-complement carcsitons. We posit the
general head-complement construction sketched in (79):

(79) Head-Complement Construction(preliminary version):

VAL Ly
MTR SYN MRKG X
hd-comp-cxt= word
DTRS CAT [XARG L] @ Lo:nelist
SYN (VAL L, @& Lo
MRKG X

What (79) says is that a head-complement construct mustvia (phrasal)

mother whose MARKING value matches that of the first daugtherhead daugh-
ter). The first daughter, in addition, must be followed byddlthe valents that it

selects, except for the XARG, if there is one. The mother's Walue is the head

daughter’s XARG list, which will be singleton in the case ofexb, but empty

when the head daughter is a case-marking preposition. Amgearthat includes

this construction licenses constructs like the followffg:

80Here, we omit SEMANTICS as well as PHONOLOGY and CONTEXT.
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(80)

[FORM ( loves)

CAT
SYN

VAL
[MRKG

CHAPTER 3. SIGNS AND CONSTRUCTIONS

[FORM

SYN

verb
XARG
VF
SELECT

(NP[...],

unmk

(loves, Pa
[ verb
XARG  (NP[...])
CAT VF fin
SELECT ()
VAL (NP[...])
| MRKG unmk
11 [[FORM ( Pat)
(NP[...]) SYN |CAT
fin
() _
NP[...1) )

noun
CASE acc
SELECT

()
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(81) [FORM (of , Pat) T
XARG ()
CAT
[SELECT ( >]
SYN
VAL ()
MRKG unmk
[TFORM ( of ) 11 [[FORM (Pat) 11
CAT XARG () noun
SYN SELECT () CAT CASE acc
VAL  (NP[...]) SYN SELECT ()
MRKG unmk VAL ()
MRKG unmk

Headed Constructs

These constructs illustrate another familiar propertyedided constructions: that
category properties of the head daughter are shared by iisemd his property
is guaranteed by a constraint often referred to asHbad Feature Principle
(HFP). This principle is the essential ingredient of all wor X-Bar Theory. Our
use of the HFP builds directly on Pollard and Sag’s reformota(1987, 1994)
of the Head Feature Convention of Gazdar et al. 1985. In dalstate the HFP,
we need some way of identifying the head daughter in phramadtoucts. We
accommodate this need by introducimgaded-construais a subtype gbhr-cxt

(82) a. headed-construghd-cx) is an immediate subtype phr-cxt

b. HD-DTR is used to specify the head daughter of a headedroatighe
value of HD-DTR is of typeexpression



124 CHAPTER 3. SIGNS AND CONSTRUCTIONS

The two phrasal constructions that we have considered #rus the Subject
Predicate Construction and the Head-Complement Conglruet both license
headed constructs. In the former case, the second daugimeYP) is the head
daughter; in the latter case, the head is the first daughtackws of typeword).
The final versions of these two constructions are given in:(83

(83) a. Head-Complement Construction(final version):

VAL Ly

SYN MRKG X

MTR

DTRS (Y) & Lynelist
hd-comp-cxt=- word
CAT [XARG L]

SYN |VAL L; & L,
MRKG X

HD-DTR Y

b. Subject-Predicate Construction(final version):

CAT [MRKG Xl]
MTR SYN
VAL ()
sp-cxt = DTRS (X, , X3)
CAT VF fin
HD-DTR Xj;:|SYN MRKG X;:unm

VAL (X, )

Recall that constraints on the typar-cxtgiven in (64) above require the mother
to be of typephrase hence (sincénd-cxtis a subtype ophr-cx)) constructs li-
censed by the constructions in (83) are so constrained utithe need for further
stipulation.

The Head Feature Principle can now be stated as a type donséstricting
the well-formedness of headed constructs:
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(84) Head Feature Principle:

MTR [SYN[CAT @]

hd-cxt =
HD-DTR [SYN [CAT (1]

(The category of a phrase and its head daughter are ideptical

Notice that MRKG and VAL are syntactic features, but are rant pf the CAT
value, and hence are not covered by the Head Feature ParfeipP). The result-
ing analysis is illustrated by the derivation tree in Figérevhere the effects of
the Head Feature Principle are highlighted.

The Head-Functor Construction

We now turn to the Head-Functor Construction. We follow teeemtial insights
of Van Eynde (2006a,b), who argues that significant gerextins are missed
by analyses based on so-called ‘functional categotidsi their place, he offers a
unified analysis of determiners, markers and modifiers imssof a simple, direct
combination of a ‘functor’ expression and the head that liécs, based on the
SELECT feature, discussed in section 3.3.3 above.

All major categories specify values for SELECT in Van Eyrsidé&eory: nouns,
adjectives, adverbs, prepositions, and verbs. For somigeskt e.g. finite verbs,
the value i ). Attributive adjectives, by contrast, select nominal leabmple-
mentizers (whose category assignment Van Eynde does rmoisdisselect verbal
heads, as illustrated in (85):

(85) [FORM (happy) ]
N ad }
CAT CAT noun
SYN SELECT |SYN MRKG unm&ﬂ
MRKG unmk

610ther critiques. Newmeyer. Hudson. Who else?



(hd-comp-cxi)

126 CHAPTER 3. SIGNS AND CONSTRUCTIONS
Tphrase 1]
FORM ( Leslie, loves, Pal
verb
CAT VF fin
SYN XARG  (NP[...]) (sp-cxi)
SELECT ()
VAL ()
| MRKG unmkd |
'word 1 [phrase 1
FORM ( Leslie) FORM ( loves, Pab
CAT lnoun} verb
SYN CAT VE fin
SYN XARG (NP[...])
SELECT( )
] ] MRKG unmkd
VAL (NP[...]) ]
['word ] 'word
FORM ( loves) FORM ( Pat)
verb CAT [noun}
VF fin SYN
CAT
SYN XARG (NP[...])
SELECT( )
MRKG unmkd )
VAL (NP[...],NP[...])

Figure 3.5: Derivation Tree fdreslie loves Pat
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'[FORM ( that)

CAT verb
CAT SELECT |SYN |VAL ()
SYN
MRKG unm

'MRKG that

Given these lexical specifications, we can formulate thedHaanctor Construc-
tion as follows:

(86) Head-Functor Construction:

VAL L,
MTR SYN MRKG X,
hd-func-cxt=
DTRS SYN CAT [SELECT X, ] X,
MRKG X;
|HD-DTR X, [SYN[VAL L,]] |

This construction allow us to construct both marked clauwses modified nom-
inal phrases, as shown in (87)—(88). Expressions*ikat for Kim to leaveand
*happy the puppyare blocked because the relevant lexical entriestiat and
happyensure that they select unmarked elements.
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(87)

[FORM ( that)

CAT

SYN
MRKG

VAL

CHAPTER 3. SIGNS AND CONSTRUCTIONS

[FORM

SYN

[SELECT([]W

that
()

(that, Kim, left)

CAT

MRKG
VAL

verb ]
SELECT ()
VF fin
that
() l

SYN

CAT

MRKG
VAL

[FORM (Kim, left )

verb
SELECT
VF

unmk

()
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(88)

129

[FORM  ( happy , puppy
noun
CAT SELECT ( )
SYN
MRKG unmk
VAL ()
,/\
[FORM ( happy) | [[FORM ( puppy)
adj [ noun
CAT SELECT ( [...]) CAT SELECT ()
SYN SYN
MRKG unmk MRKG unmk
L | VAL ()

Note that in each of these constructs, the mother's SELE@TiBpation is inher-
ited from the head daughter, in accordance with the HeaduFee&rinciple ((84)
above).

3.5 Conclusion

In its time...




