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Abstract

Finding an objective image quality metric that matches the subjective quality has always been a challenging task. We propose a new full reference image quality metric based on features extracted from Convolutional Neural Networks (CNNs). Using a pre-trained AlexNet model, we extract feature maps of the test and reference images at multiple layers, and compare their feature similarity at each layer. Such similarity scores are then pooled across layers to obtain an overall quality value. Experimental results on four state-of-the-art databases show that our metric is either on par or outperforms 10 other state-of-the-art metrics, demonstrating that CNN features at multiple levels are superior to handcrafted features used in most image quality metrics in capturing aspects that matter for discriminative perception.

1 Introduction

Image quality assessment, both subjective [60] and objective [36], is an active field of research. Objective image quality assessment methods, commonly referred to as image quality metrics, have the goal of being correlated with perceived image quality. An impressive amount of image quality metrics have been proposed in the literature [36], yet evaluation shows that there is still room for improvement [32], especially when it comes to performing well across databases and distortions [36]. Several researchers have pointed out challenges that are still unsolved [13] [55], such as dealing with geometric changes, multiple distortions, run-time performance and memory requirements.

Image quality metrics have several advantages over subjective assessment; they are consistent, less time consuming, and can be used for quality optimization. It is therefore important to have an image quality metric which is
highly correlated with the subjective evaluation of observers. Many different approaches for measuring image quality have been proposed, including structural similarity \cite{51,56}, color difference \cite{15}, spatial extensions of color difference formulae \cite{22,47,54,58}, simulation of detail visibility \cite{38,34}, scene statistics \cite{44}, low- and mid-level visual properties \cite{14}, saliency \cite{12}, machine learning \cite{8,10,23,29}, and more. Image quality metrics have been used to measure general image quality, but are also applied to different applications such as printing \cite{18,31,33,49}, displays \cite{59,61}, spectral imaging \cite{28}, image compression \cite{6}, and medical imaging \cite{24,26}.

In this paper, we introduce a new full reference objective image quality metric which is based on comparing different feature maps extracted from the test and reference images using Convolutional Neural Networks (CNN). CNNs have been used in many computer vision and image processing tasks. Until now most image and video quality metrics focused on comparing images using a limited number of handcrafted features \cite{4,35,37,51,56} while our approach not only take low level features into account but it also compares mid and high level features providing a more precise and accurate metric. Using the AlexNet model \cite{25} we calculate the quality of the test image at different convolutional layers and link the values to provide a single score representing the overall quality of the image (Figure 1). The metric is extensively evaluated on several state-of-the-art databases and results are compared to the most accurate and famous image quality metrics introduced so far.

Figure 1: Our new image quality metric uses CNN features across multiple levels to compare the similarity between the test and reference images. We use the AlexNet \cite{25} CNN model trained on the ImageNet dataset \cite{17}. Feature maps at all five convolutional layers are extracted and compared with a histogram-based quality metric. $IQ(I_T, n)$ denotes the image quality value at convolutional layer $n$ (Figure 2). Their geometrical mean produces the final single value $IQ(I_T)$ as the quality of the test image with respect to the reference image.
This paper is organized as follows: Section 2 reviews previous image quality metrics, Section 3 describes our proposed approach, Section 4 details our experimental setup, Section 5 reports experimental results, and Section 6 concludes.

2 Previous image quality metrics

Objective image quality metrics can be divided into three categories:

1. **Full reference metrics**: we have access to both the reference and test images.

2. **Reduced reference metrics**: we have access to the test image and have only partial information about the reference image.

3. **No reference metrics**: no information about the reference image is available, but the entire test image is available.

In this section we focus on full reference metrics and review existing state-of-the-art metrics. A more complete review is available at [1, 19, 36, 50].

2.1 Full reference image quality metrics

Different full reference image quality metrics have been proposed for grey scale and color images.

2.1.1 Full reference image quality metrics for grey scale images

The structural similarity (SSIM) index proposed by Wang et al. [56] defines the structural information as those attributes that represent the structure of the objects in the scene, independent of the average luminance and contrast. SSIM is based on a combination of luminance, contrast, and structure comparison. Comparisons are done for local windows, and the overall image quality is the mean of the local windows.

Ponomarenko et al. [40] introduced an image quality metric based on PSNR and local contrast. The metric divides the image into $8 \times 8$-pixel non-overlapping blocks. Quality is calculated by using PSNR, and is weighted based on contrast sensitivity functions and contrast masking.

The feature similarity (FSIM) index was proposed by Zhang et al. [57]. FSIM is based on the principle that the human visual system perceives an image mainly on its salient low-level features. Two kinds of features are employed, the phase congruency and the gradient magnitude. FSIMc is the color version of FSIM.

2.1.2 Full reference image quality metrics for color images

Wang and Hardeberg [54] proposed a metric based on adaptive bilateral filters (ABF). The metric is based on the human visual system, where it blurs the
image based on the viewing distance. The quality calculation is based on the $\Delta E_{ab}^*$ color difference formula.

Zhang and Wandell [58] proposed the S-CIELAB metric which was a spatial extension of the $\Delta E_{ab}^*$ color difference formula. The images are filtered using contrast sensitivity functions simulating the human visual system. Then the quality is calculated using the $\Delta E_{ab}^*$ color difference formula.

The spatial hue angle metrics (SHAME and SHAMEII) were introduced by Pedersen and Hardeberg [35, 37]. They are based on the same framework as S-CIELAB, but incorporate a weighting based on hue. The images are filtered with contrast sensitivity functions, then the hue angle algorithm [21] is applied to account for the fact that systematic errors over the entire image are quite noticeable and unacceptable.

The iColor-Image-Difference (iCID) metric is inspired by SSIM, and was proposed by Lissner et al. [41]. The metric is designed specially to improve the prediction of chromatic distortions such as those created by gamut-mapping algorithms.

2.2 CNN based metrics

There already exists CNN-based image quality metrics. Kang et al. [23] proposed a no reference image quality metric using the average score of CNN quality estimates for all the patches in the image. Evaluation showed high correlation with perceptual scores.

Bianco et al. [8] proposed DeepBIQ metrics, which estimates image quality by averaging the scores predicted on multiple sub-regions of the image. The score of a sub-region is calculated using a Support Vector Regression (SVR) machine over CNN features. Evaluation showed that DeepBIQ performed well compared to other no reference metrics.

2.3 Self-similarity

Recent studies in the field of computational aesthetics have proposed different approaches to measure the degree of self-similarity seen in images and especially paintings [2, 3, 5, 11, 42]. To evaluate the degree of self-similarity seen in an image, the mentioned methods take a pyramidal approach in which the gradient orientation seen in different regions are compared to smaller sub-regions in the image in a pyramidal format. The Histograms of Oriented Gradients (HOGs) [16] is used for comparing the gradient orientations seen in the image. In this study, we extended this work to evaluate the similarity seen between two given images, the test and the reference image. The similarity between the two images was then used as a measure to evaluate the quality of the test image.
Figure 2: Pipeline used to calculate image quality at the first convolutional layer. Feature maps of the test and reference image extracted from the convolutional layers are compared to each other using the Histogram Intersection Kernel (HIK) [7] at different levels of the spatial resolution. Due to space restrictions the calculations are only shown for the ground (level zero) and first level of the spatial pyramid. The values calculated at each level are then pooled to provide a single score for each layer (shown at the bottom of the figure).

3 Proposed image quality metric

In the proposed image quality metric, using the AlexNet [25] model which was pre-trained on the ImageNet dataset [17] implemented in the MatConvNet toolbox [52], we evaluate the quality of images. Similar to the Pyramid of Histograms of Orientation Gradients (PHOG) [9], we compared different feature maps extracted from the test and reference image at different convolutional layers in various spatial levels (Figure 2). We expect that a test image with similar strength of features seen in different convolutional layers and spatial levels to the reference image would be similar to the reference image and show high quality values. In other words, we use the strength of the feature maps as bin entries in the pyramidal approach (similar to the PHOG method) to evaluate the similarity between two given images.

The following steps are taken in the calculation of the proposed image quality metric:
1. As mentioned earlier, the proposed image quality metric was based on comparing the feature maps extracted at the five different convolutional layers. To compare the different histograms, the response of feature maps at different scales (levels) were compared to one another. The first step in this approach was to calculate histogram

\[
h(I_T, n, L) = \left( \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, 1)(i, j), \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, 2)(i, j), \cdots, \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, M)(i, j) \right),
\]

for the test image \((I_T)\) at level \(L\) of the spatial pyramid of the \(n\)th convolutional layer. In Eq. (1), feature map \(z\) in the \(n\)th convolutional layer of image \(I_T\) at level \(L\) is presented by \(F(I_T, n, L, z)\) and \(M\) corresponds to the number of feature maps in convolutional layer \(n\) (in the case of the AlexNet model, 96 for the first, 256 for the second, 384 for the third, 384 for the fourth, and 256 for the fifth convolutional layer). In the equation it is assumed that the feature maps have a size of \(X\) by \(Y\) and as seen in Eq. (1) we used all the feature map size in our calculations. The sum of the response of each feature map at a given layer corresponds to the bins in histogram \(h\). The use of all feature maps in a given layer results in a better performance in our approach compared to the previous methods which tried to evaluate the similarity between two images or the self-similarity seen in an image only based on a limited number of features which were related to the gradient orientation seen in the image such as \[3, 5, 42\]. It should be pointed out that the feature maps are extracted just after the Rectified Linear Units (ReLU) and before the max-pooling layers.

2. To take a pyramid approach, and similar to \[2, 5\], each feature map was divided to four equal sub-regions (Figure 3). Histogram \(h\) (Eq. (1)) was then calculated for the new sub-regions.

3. To maintain the pyramidal nature of our approach we continued the division of the sub-regions and calculated histogram \(h\) until the smallest side of the smallest sub-region was equal or larger than seven pixels. Keeping in mind the size of different feature maps at the five convolutional layers in the AlexNet model resulted in the third level for the first convolutional layer, the second level for the second layer, and the first level for the third, fourth, and fifth layers.

4. Using the Histogram Intersection Kernel \[7\], the quality of the test image \((I_T)\) at level \(L\) of the spatial pyramid for the \(n\)th convolutional layer was
Figure 3: A sample photograph (a) along with its corresponding sub-regions at level one (b) and two (c) of the spatial pyramid.

calculated by,

$$m_{IQM}(I_T, n, L) = d_{HIK}(h(I_T(n, L)), h(I_R(n, L))) = \sum_{i=1}^{n} \min(h_i(I_T, n, L)), h_i(I_R, n, L)).$$

(2)

From the equation it is clear that $m_{IQM}(I_T, n, L)$ evaluates how similar the response of different feature maps at the given level for the specific layer of the test image ($I_T$) is compared to the reference image ($I_R$). Previously, different works such as [2, 3, 5, 9, 11, 42] used histograms that represent the strength of different features in the image to compare how similar two images are. As mentioned earlier, and pointed out using different equations, in this study we compare the strength of feature maps at different convolutional layers and spatial levels to calculate the similarity between two images.

5. For each convolutional layer $n$ in the test image, we introduced the quality vector

$$m_{IQM}(I_T, n) = (m_{IQM}(I_T, n, 1), m_{IQM}(I_T, n, 2), \cdots, m_{IQM}(I_T, n, z), \cdots, m_{IQM}(I_T, n, L)),$$

which is the result of the concatenation of $m_{IQM}(I_T, n, l)$ values for all the levels in the spatial pyramid.

6. Finally, the quality of the test image $I_T$ at the $n^{th}$ convolutional layer is calculated by

$$IQ(I_T, n) = 1 - \frac{\sigma(m_{IQM}(I_T, n))}{\sum_{l=1}^{L} \frac{1}{l} \cdot m_{IQM}(I_T, n, l)}.$$ 

(4)
In Eq. \(\text{4}\), \(\sigma(m_{IQM}(I_T, n))\) corresponds to the standard deviation among the values in \(m_{IQM}(I_T, n)\). The average weighting used in Eq. \(\text{4}\) is similar to the approach taken by Amirshahi et al. \[2, 5\] in their measure of weighted self-similarity. The reasoning behind such weighting was to give higher importance to larger sub-regions in the image. The higher (lower) the quality of the larger sub-regions in the image is, the better (worse) the quality of the image would be. To also take into account the changes at different levels in the image we used \(\sigma(m_{IQM}(I_T, n))\). This allowed us to take into account the quality changes at different levels. By using this approach, we were able to differentiate between images that have similar quality values at different levels of the spatial pyramid and images that their quality values change at different spatial levels. Through different examples, Amirshahi et al. \[5\] showed how using such an approach could increase the accuracy of their self-similarity measure significantly. Finally, the \(\sigma(m_{IQM}(I_T, n))\) value is subtracted from one in order to have quality scores in a manner that higher values represent better quality and low values represent low quality scores.

7. To link the quality values calculated at different convolutional layers, we used the geometric mean

\[
IQ(I_T) = \prod_{n=1}^{5} IQ(I_T, n).
\] (5)

This was mainly due to the fact that quality values at different layers were calculated at various spatial levels. In Eq. \(\text{5}\), \(IQ(I_T)\) corresponds to the overall quality of the test image \((I_T)\). It should be pointed out that other than geometrical mean, we also tested other pooling approaches introduced in \[20\] such as the Minkowski pooling, but results did not change dramatically.

4 Experimental setup

There are a number of existing databases specifically created for evaluation of image quality metrics. Evaluation of the proposed image quality metric is carried out using the following databases:

- Colourlab Image Database: Image Quality (CID:IQ) \[30\]: The database contains 23 original images modified with six distortions; JPEG2000 compression, JPEG compression, blur, Poisson noise, \(\Delta E\) gamut mapping, and SGCK gamut mapping. For each distortion five levels, from low quality to high quality, were created. 17 observers rated the images in two different sessions, one session with a viewing distance of 50 cm and one session with a viewing distance of 100 cm. Ambient illumination was approximately 4 lux. The chromaticity of the white displayed on the color monitor was D65 and luminance level of the monitor was 80 cd/m\(^2\). All settings are suited for sRGB color space.
• LIVE Image Quality Assessment Database release 2 (LIVE2) [45, 46]: The database contains 29 original images modified with 5 distortions: JPEG compressed images (233 images), JPEG2000 compressed images (227 images), Gaussian blur (174 images), White noise (174 images), and Fast fading rayleigh noise (174 images) resulting in a total number of 982 images. The level of distortion resulted in images at a broad range of quality, from imperceptible distortions to highly distorted images. The observers viewed the images at a distance of 2-2.5 times the screen height.

• Computational and Subjective Image Quality (CSIQ) [27]: The database consists of 30 original images modified with six types of distortions: JPEG compression, JPEG-2000 compression, global contrast decrements, additive pink Gaussian noise, and Gaussian blurring. There are a total of 866 distorted images in CSIQ. Each distortion has four to five different levels of distortion. The viewing distance was approximately 70cm. All settings are suited for sRGB color space. 35 observers participated in the subjective experiment.

• Tampere Image Database (TID2013) [39]: The database contains 25 original images modified with 24 distortions; Additive Gaussian noise, Additive noise in color components is more intensive than additive noise in the luminance component, Spatially correlated noise, Masked noise, High frequency noise, Impulse noise, Quantization noise, Gaussian blur, Image denoising, JPEG compression, JPEG2000 compression, JPEG transmission errors, JPEG2000 transmission errors, Non eccentricity pattern noise, Local block-wise distortions of different intensity, Mean shift (intensity shift), Contrast change, Change of color saturation, Multiplicative Gaussian noise, Comfort noise, Lossy compression of noisy images, Image color quantization with dither, Chromatic aberrations, and Sparse sampling and reconstruction. Each distortion has 5 levels resulting in a total of 3000 distorted images. 971 observers participated in the experiments.

As a performance measure, we calculate the Pearson correlation between subjective scores and the scores from the image quality metrics. Pearson’s correlation coefficient assumes a normal distribution in the uncertainty of the data values and that the values are ordinal. Confidence intervals as calculated using Fisher’s Z-transform [53], giving us a 95% confidence interval for the correlation values.

We calculated the linear correlation between the subjective scores and the metric scores. We also report the correlation using non-linear regression by applying a mapping function [43]

\[
f(x) = \theta_1 \left( \frac{1}{2} - \frac{1}{1 + e^{\theta_2(x - \theta_3)}} \right) + \theta_4 + \theta_5. \tag{6}
\]

Where \(\theta_i, i = 1, 2, 3, 4,\) and 5 are the parameters to be be fitted. Initial parameters are \(\max(\text{subjectivescores}), \min(\text{subjectivescores}), \text{median(}\text{metricscores})\),
0.1, and 0.1 respectively. To prevent repetition we only present non-linear values to the reader.

In addition to Pearson correlation, we also calculated Spearman and Kendall correlation coefficients. Results showed similar correlation rates close in value and order of performance to that of Pearson, therefore we will only report on the Pearson coefficients.

5 Results and discussion

Overall the proposed metric performs very well on all datasets, always being among the best metrics. It is also stable in its performance, being a clear advantage over other metrics which perform well in one dataset while underperforming in another. In this section we will first go through the performance of the proposed image quality metrics on each dataset. We then have a look at how the proposed approach performs on images affected by different types of distortions. Then, another state-of-the-art CNN model (VGG [48]) is tested on the mentioned datasets. We also investigate how increasing the number of convolutional layers affect the performance of our proposed approach. Finally, we evaluate how quality values at different convolution layers change.

In the case of the CID:IQ dataset (Figure 4), compared to 10 state-of-the-art metrics, the proposed approach shows the highest Pearson non-linear correlation in the case of the 100 cm viewing distance. For the 50 cm viewing distance, although the proposed approach is not the best, it is still among the top three performing image quality metrics. It should be pointed out that in the case of the 50 cm distance, other than the SSIM, FSIM, FSIMc, and MSSIM image quality metrics which show close correlation rates, the proposed metric performs significantly better than the six other metrics.

Among different tested image quality metrics, the proposed approach has the highest non-linear Pearson correlation in the case of the CSIQ dataset (Figure 5). While the results are not significantly better compared to metrics such as FSIM, FSIMc, and iCID it outperforms other state-of-the-art metrics.

Figure 6 shows the non-linear Pearson correlation for the TID2013 dataset. We can notice that the proposed metric performs among the best, and is significantly better than SSIM, PSNR, S-CIELAB, iCID and other image quality metrics.

Finally, in the case of the LIVE2 dataset (Figure 7), the proposed metric has one of the highest non-linear Pearson correlations. As shown in the figure, the results are significantly better compared to metrics such as SSIM, iCID, and S-CIELAB.

Tables 1, 2, and 3 provide the non-linear Pearson correlation results for different distortions. It can be observed that the proposed image quality metric is always among the top three metrics tested in our experiments. It is interesting to observe that among all the subsets the proposed approach is the best metric in 71% of the cases which proves the high accuracy of the metric.

With regards to the quality scores at different convolutional layers ($IQ(I_T, n)$,
Figure 4: Non-linear Pearson correlation values for different image quality metrics calculated for the CID:IQ dataset shown with 95% confidence intervals.

Eq. (4), it is interesting that in general the lowest scores are observed in the case of the first layer (Figure 8 and Table 4). Keeping in mind that features in the first layer are assumed to be related to the gradient orientations seen in the image, we can conclude that such features do not have a high impact on the overall subjective image quality scores. Correlation scores increase in the case of the mid convolutional layers (layers two, three, and four) while the highest scores are mostly seen in the case of the last (fifth) layer. From the mentioned finding it can be assumed that while patterns and textures seen in the image
Figure 5: Non-linear Pearson correlation values for different image quality metrics calculated for the CSIQ dataset shown with 95% confidence intervals.

Figure 6: Non-linear Pearson correlation values for different image quality metrics calculated for the TID2013 dataset shown with 95% confidence intervals.

(layers two, three, and four) play a significant role on the overall image quality but the content of the image itself is the most influential issue when evaluating the quality of an image. This itself shows how CNNs are able to help us improve the performance of our approach. The improved accuracy of our approach compared to previous metrics which are based on a limited number of handcrafted features could be related to the fact that our results are based on CNN features which are learned from the dataset and are responsive to color, pattern, texture and objects seen in the image.
Figure 7: Non-linear Pearson correlation values for different image quality metrics calculated for the LIVE2 dataset shown with 95% confidence intervals.

Table 1: Non-linear Pearson correlation calculated using different image quality metrics for different distortions seen in the CSIQ dataset. In each row the highest correlation is shown by red, the second highest by blue and the third highest by green.

<table>
<thead>
<tr>
<th></th>
<th>IQ(rs)</th>
<th>SSIM</th>
<th>MSSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>iCID</th>
<th>S-CIELAB</th>
<th>SHAME</th>
<th>SHAMEII</th>
<th>PHVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.92</td>
<td>0.82</td>
<td>0.80</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.78</td>
<td>0.67</td>
<td>0.64</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Gaussian blurring</td>
<td>0.95</td>
<td>0.90</td>
<td>0.87</td>
<td>0.91</td>
<td>0.89</td>
<td>0.94</td>
<td>0.92</td>
<td>0.58</td>
<td>0.92</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Global contrast</td>
<td>0.86</td>
<td>0.85</td>
<td>0.96</td>
<td>0.94</td>
<td>0.92</td>
<td>0.96</td>
<td>0.92</td>
<td>0.80</td>
<td>0.83</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>JPEG</td>
<td>0.98</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.87</td>
<td>0.66</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Additive pink Gaussian noise</td>
<td>0.94</td>
<td>0.93</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td>0.96</td>
<td>0.94</td>
<td>0.82</td>
<td>0.79</td>
<td>0.96</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Non-linear Pearson correlation calculated using different image quality metrics for different distortions seen in the LIVE2 dataset. In each row the highest correlation is shown by red, the second highest by blue and the third highest by green.

<table>
<thead>
<tr>
<th></th>
<th>IQ(rs)</th>
<th>SSIM</th>
<th>MSSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>iCID</th>
<th>S-CIELAB</th>
<th>SHAME</th>
<th>SHAMEII</th>
<th>PHVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.91</td>
<td>0.86</td>
<td>0.91</td>
<td>0.83</td>
<td>0.92</td>
<td>0.92</td>
<td>0.90</td>
<td>0.85</td>
<td>0.83</td>
<td>0.73</td>
<td>0.89</td>
</tr>
<tr>
<td>Blur</td>
<td>0.98</td>
<td>0.87</td>
<td>0.96</td>
<td>0.78</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td>0.83</td>
<td>0.87</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>Fast fading Rayleigh</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.89</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.82</td>
<td>0.80</td>
<td>0.74</td>
<td>0.89</td>
</tr>
<tr>
<td>JPEG 2000</td>
<td>0.96</td>
<td>0.94</td>
<td>0.96</td>
<td>0.90</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.90</td>
<td>0.87</td>
<td>0.81</td>
<td>0.95</td>
</tr>
<tr>
<td>JPEG</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.85</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.92</td>
<td>0.91</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>White noise</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
<td>0.92</td>
<td>0.99</td>
</tr>
</tbody>
</table>

In our studies, apart from the AlexNet CNN model we also calculate the proposed image quality metric using the VGG model [48] both in the case of VGG 16 and VGG 19 (Table 3). It should be pointed out that compared to the AlexNet model, VGG is a deeper network with 13 convolutional layers for VGG
Table 3: Non-linear Pearson correlation calculated using different image quality metrics for a few of the distortions seen in the TID2013 dataset. In each row the highest correlation is shown by red, the second highest by blue and the third highest by green.

<table>
<thead>
<tr>
<th></th>
<th>IQ(IT)</th>
<th>SSIM</th>
<th>MS-SSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>CID</th>
<th>S-CIELAB</th>
<th>S-SHAME</th>
<th>S-SHAMEII</th>
<th>PHVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.84</td>
<td>0.68</td>
<td>0.83</td>
<td>0.70</td>
<td>0.86</td>
<td>0.88</td>
<td>0.82</td>
<td>0.52</td>
<td>0.17</td>
<td>0.24</td>
<td>0.31</td>
</tr>
<tr>
<td>Additive gaussian noise</td>
<td>0.85</td>
<td>0.68</td>
<td>0.81</td>
<td>0.71</td>
<td>0.85</td>
<td>0.87</td>
<td>0.82</td>
<td>0.53</td>
<td>0.17</td>
<td>0.24</td>
<td>0.31</td>
</tr>
<tr>
<td>JPEG compression</td>
<td>0.88</td>
<td>0.71</td>
<td>0.85</td>
<td>0.60</td>
<td>0.88</td>
<td>0.91</td>
<td>0.79</td>
<td>0.51</td>
<td>0.17</td>
<td>0.24</td>
<td>0.31</td>
</tr>
<tr>
<td>JPEG 2000 transmission errors</td>
<td>0.88</td>
<td>0.66</td>
<td>0.70</td>
<td>0.70</td>
<td>0.84</td>
<td>0.91</td>
<td>0.84</td>
<td>0.60</td>
<td>0.28</td>
<td>0.35</td>
<td>0.64</td>
</tr>
<tr>
<td>Mean shift (intensity shift)</td>
<td>0.90</td>
<td>0.69</td>
<td>0.86</td>
<td>0.72</td>
<td>0.91</td>
<td>0.92</td>
<td>0.80</td>
<td>0.66</td>
<td>0.26</td>
<td>0.32</td>
<td>0.71</td>
</tr>
<tr>
<td>Lossy compression of noisy images</td>
<td>0.88</td>
<td>0.72</td>
<td>0.87</td>
<td>0.68</td>
<td>0.87</td>
<td>0.88</td>
<td>0.84</td>
<td>0.52</td>
<td>0.15</td>
<td>0.32</td>
<td>0.65</td>
</tr>
<tr>
<td>Image color quantization with dither</td>
<td>0.90</td>
<td>0.72</td>
<td>0.85</td>
<td>0.72</td>
<td>0.88</td>
<td>0.90</td>
<td>0.84</td>
<td>0.54</td>
<td>0.20</td>
<td>0.31</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 4: Non-linear Pearson correlation values at different convolutional calculated for different datasets.

<table>
<thead>
<tr>
<th></th>
<th>IQ(IT)</th>
<th>Conv1</th>
<th>Conv2</th>
<th>Conv3</th>
<th>Conv4</th>
<th>Conv5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ 100cm</td>
<td>0.87</td>
<td>0.80</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>CID:IQ 50cm</td>
<td>0.76</td>
<td>0.70</td>
<td>0.77</td>
<td>0.76</td>
<td>0.76</td>
<td>0.74</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.92</td>
<td>0.88</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>TID2013</td>
<td>0.84</td>
<td>0.75</td>
<td>0.82</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>LIVE2</td>
<td>0.91</td>
<td>0.89</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.92</td>
</tr>
</tbody>
</table>

16 and 16 convolutional layers for VGG 19 models. The VGG model used in our experiment was also pre-trained on the ImageNet dataset. From the results it can be observed that the proposed method based on the VGG CNN models both in the case of VGG 16 and VGG 19 do not show a dramatic change in its performance compared to the AlexNet model. This finding is a good indication on how using CNNs could significantly improve the performance of the image quality metrics while the results are stable across different models. It is also interesting to observe how increasing the convolutional layers from 13 to 16 does not really increase the performance of the proposed metric.

To further investigate how increasing the number of convolutional layers could affect the performance of our metric, we calculated the proposed metric using different number of convolutional layers (Table 6). From the results it is observed that the accuracy of the proposed metric increases as the number of convolutional layers increase in the CNN model. Compared to the AlexNet model, and keeping in mind the computational costs of the approach it can be assumed that using the AlexNet model would be a better choice for calculating the proposed metric.

Finally, it should be pointed out that the computational time of the proposed method is very low. This is due to the fact that we are working with a pre-trained network and we are simply calculating different feature maps extracted at different convolutional layers.
Figure 8: Non-linear Pearson correlation values for different convolutional layers calculated for different datasets shown with 95% confidence intervals.

6 Conclusion

In this study we introduced a new method to evaluate the quality of a given image using a full reference approach. The proposed image quality metric is based on extracting different feature maps at the convolutional layers of an AlexNet CNN model which is pre-trained on the ImageNet dataset \[25\]. The feature
Table 5: Non-linear Pearson correlation values calculated at different convolutional layers for different datasets using three different CNN models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AlexNet</th>
<th>VGG 16</th>
<th>VGG 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ 100cm</td>
<td>0.87</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>CID:IQ 50cm</td>
<td>0.76</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.92</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>TID2013</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>LIVE2</td>
<td>0.91</td>
<td>0.96</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 6: Non-linear Pearson correlation values calculated at different convolutional layers for different datasets using the two different VGG models. The layer values shown in the table represent the number of the first convolutional layers used in calculating $IQ(I_T)$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>VGG 16 4 Layers</th>
<th>VGG 16 8 Layers</th>
<th>VGG 16 12 Layers</th>
<th>VGG 19 5 Layers</th>
<th>VGG 19 10 Layers</th>
<th>VGG 19 15 Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ 100cm</td>
<td>0.80</td>
<td>0.85</td>
<td>0.86</td>
<td>0.82</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>CID:IQ 50cm</td>
<td>0.71</td>
<td>0.76</td>
<td>0.77</td>
<td>0.73</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.89</td>
<td>0.93</td>
<td>0.94</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>TID2013</td>
<td>0.73</td>
<td>0.78</td>
<td>0.84</td>
<td>0.78</td>
<td>0.81</td>
<td>0.83</td>
</tr>
<tr>
<td>LIVE2</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
</tr>
</tbody>
</table>

maps of the reference and test image are then compared to each other at different spatial levels to reach a quality value for each of the convolutional layers. Based on the calculated non-linear Pearson correlation values, the proposed approach outperforms the state-of-the-art image quality metrics in most datasets and distortion types. In the case that the proposed approach is not the best image quality metric, it still stands among the top three metrics proving the good precision it has.
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