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Over the years a high number of different image quality methods have been introduced.

When it comes to performing well across databases and distortions there exist room for improvement.

Most image quality metrics use a limited number of handcrafted features [Amirshahi and Larabi, 2011, Pedersen and Hardeberg, 2009].

Taking advantage of CNNs, our approach not only takes low level features into account but it also compares mid and high level features providing a more precise and accurate metric.
Introduction

Self-similarity in images

- Recently, different measures of self-similarity were introduced in the field of computational aesthetics [Amirshahi, 2015].
- The mentioned methods take a pyramidal approach in which HOGs [Dalal and Triggs, 2005] in different regions are compared to smaller sub-regions in the image.
- In this study, we extend this work to evaluate the similarity seen between two given images, the test and the reference image.
Proposed Approach

1 Introduction

2 Proposed Approach

3 Experimental Results

4 Conclusions
In the proposed approach we use a pre-trained AlexNet [Krizhevsky et al., 2012] model on the ImageNet dataset [Deng et al., 2009]. Feature maps extracted from the test and reference image at different convolutional layers are compared in various spatial levels. In other words, we use the strength of the feature maps as bin entries in the pyramidal approach to evaluate the similarity between two given images.
Proposed Approach

Proposed image quality metric

- The following steps are taken in the calculation of the proposed image quality metric:
  - For the test image $I_T$, at layer $n$ and level $L$ of the spatial pyramid we calculate histogram

\[
h(I_T, n, L) = \left( \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, 1)(i, j), \cdots, \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, z)(i, j), \cdots, \sum_{i=1}^{X} \sum_{j=1}^{Y} F(I_T, n, L, M)(i, j) \right).
\]

- In the case of the AlexNet model, 96 for the first, 256 for the second, 384 for the third and fourth, and 256 for the fifth convolutional layer.
The following steps are taken in the calculation of the proposed image quality metric:

1. To maintain the pyramidal nature, the division of the sub-regions and calculation of $h$ will continue till the smallest side of the smallest sub-region is equal or larger than seven pixels.

2. In the AlexNet model this results in the third level for the first convolutional layer, the second level for the second layer, and the first level for the third, fourth, and fifth layers.
The following steps are taken in the calculation of the proposed image quality metric:

Using the Histogram Intersection Kernel [Barla et al., 2002], the quality of the test image \(I_T\) at level \(L\) of the spatial pyramid for the \(n^{th}\) convolutional layer is calculated by,

\[
m_{IQM}(I_T, n, L) = d_{HIK}(h(I_T, n, L), h(I_R, n, L)) = \\
\sum_{i=1}^{n} \min(h_i(I_T, n, L), h_i(I_R, n, L)).
\]
The following steps are taken in the calculation of the proposed image quality metric:

For each convolutional layer $n$ in the test image, we introduce the quality vector

$$m_{IQM}(I_T, n) = (m_{IQM}(I_T, n, 1), m_{IQM}(I_T, n, 2), \cdots, m_{IQM}(I_T, n, z), \cdots, m_{IQM}(I_T, n, L)),$$

which is the result of the concatenation of $m_{IQM}(I_T, n, l)$ values for all the levels in the spatial pyramid.
The following steps are taken in the calculation of the proposed image quality metric:

- The quality of the test image $\mathcal{I}_T$ at the $n^{th}$ convolutional layer is calculated by

$$IQ(\mathcal{I}_T, n) = \frac{1 - \sigma(m_{IQM}(\mathcal{I}_T, n))}{\sum_{l=1}^{L} \frac{1}{l}} \sum_{l=1}^{L} \frac{1}{l} \cdot m_{IQM}(\mathcal{I}_T, n, l).$$
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The following steps are taken in the calculation of the proposed image quality metric:

1. The quality of the test image $I_T$ at the $n^{th}$ convolutional layer is calculated by
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Proposed image quality metric

The following steps are taken in the calculation of the proposed image quality metric:

1. The quality of the test image $I_T$ at the $n^{th}$ convolutional layer is calculated by
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IQ(I_T, n) = 1 - \sigma(m_{IQM}(I_T, n)) \sum_{l=1}^{L} \frac{1}{l} \cdot m_{IQM}(I_T, n, l).
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The following steps are taken in the calculation of the proposed image quality metric:

1. The quality of the test image $I_T$ at the $n^{th}$ convolutional layer is calculated by
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Proposed Approach

Proposed image quality metric

The following steps are taken in the calculation of the proposed image quality metric:

The quality of the test image $I_T$ at the $n^{th}$ convolutional layer is calculated by

$$IQ(I_T, n) = \frac{1 - \sigma(m_{IQM}(I_T, n))}{\sum_{l=1}^{L} \frac{1}{l}} \sum_{l=1}^{L} \frac{1}{l} \cdot m_{IQM}(I_T, n, l).$$
Proposed image quality metric

The following steps are taken in the calculation of the proposed image quality metric:

- To link the quality values calculated at different convolutional layers, we use the geometric mean

\[
IQ(I_T) = \prod_{n=1}^{5} IQ(I_T, n).
\]
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Experimental Results
Datasets used

In our experiments we used the following datasets:

- Colourlab Image Database: Image Quality (CID: IQ) [Liu et al., 2014].
- LIVE Image Quality Assessment Database release 2 (LIVE2) [Sheikh et al., 2006, Sheikh et al., 2005].
- Computational and Subjective Image Quality (CSIQ) [Larson and Chandler, 2010].
- Tampere Image Database (TID2013) [Ponomarenko et al., 2015].
Experimental Results

Datasets used

In our experiments we used the following datasets:

<table>
<thead>
<tr>
<th></th>
<th># reference image</th>
<th># test image</th>
<th># distortions</th>
<th># observers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ</td>
<td>23</td>
<td>690</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>CSIQ</td>
<td>30</td>
<td>866</td>
<td>6</td>
<td>35</td>
</tr>
<tr>
<td>TID2013</td>
<td>25</td>
<td>3000</td>
<td>24</td>
<td>971</td>
</tr>
<tr>
<td>LIVE2</td>
<td>29</td>
<td>982</td>
<td>5</td>
<td>–</td>
</tr>
</tbody>
</table>
Experimental Results

Datasets used

In our experiments we used the following datasets:

<table>
<thead>
<tr>
<th>Dataset</th>
<th># reference image</th>
<th># test image</th>
<th># distortions</th>
<th># observers</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ</td>
<td>23</td>
<td>690</td>
<td>6</td>
<td>17</td>
<td>0.76 and 0.87</td>
</tr>
<tr>
<td>CSIQ</td>
<td>30</td>
<td>866</td>
<td>6</td>
<td>35</td>
<td>0.92</td>
</tr>
<tr>
<td>TID2013</td>
<td>25</td>
<td>3000</td>
<td>24</td>
<td>971</td>
<td>0.84</td>
</tr>
<tr>
<td>LIVE2</td>
<td>29</td>
<td>982</td>
<td>5</td>
<td>–</td>
<td>0.91</td>
</tr>
</tbody>
</table>
Experimental Results

Comparing results among different metrics

- CID:IQ dataset

50cm viewing distance

100cm viewing distance
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Comparing results among different metrics

- **CSIQ dataset**
  
- **TID2013 dataset**
  
- **LIVE2 dataset**
Comparing results between different distortions

<table>
<thead>
<tr>
<th>Dataset</th>
<th>IQ($I_T$)</th>
<th>SSIM</th>
<th>MSSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>iCID</th>
<th>S-CIELAB</th>
<th>SHAME</th>
<th>SHAME II</th>
<th>PHVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.92</td>
<td>0.82</td>
<td>0.89</td>
<td>0.80</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
<td>0.78</td>
<td>0.67</td>
<td>0.64</td>
<td>0.81</td>
</tr>
<tr>
<td>Gaussian blurring</td>
<td>0.95</td>
<td>0.90</td>
<td>0.87</td>
<td>0.91</td>
<td>0.89</td>
<td>0.94</td>
<td>0.92</td>
<td>0.58</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>Global contrast</td>
<td>0.96</td>
<td>0.85</td>
<td><strong>0.96</strong></td>
<td>0.94</td>
<td>0.92</td>
<td>0.93</td>
<td><strong>0.96</strong></td>
<td>0.92</td>
<td>0.80</td>
<td>0.83</td>
<td><strong>0.94</strong></td>
</tr>
<tr>
<td>JPEG</td>
<td>0.98</td>
<td>0.947</td>
<td><strong>0.98</strong></td>
<td>0.89</td>
<td><strong>0.98</strong></td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.92</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td>JPEG 2000</td>
<td>0.98</td>
<td>0.92</td>
<td><strong>0.98</strong></td>
<td>0.95</td>
<td><strong>0.98</strong></td>
<td>0.98</td>
<td>0.96</td>
<td>0.95</td>
<td>0.87</td>
<td>0.66</td>
<td><strong>0.98</strong></td>
</tr>
<tr>
<td>Additive pink Gaussian noise</td>
<td>0.94</td>
<td>0.93</td>
<td>0.95</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td><strong>0.96</strong></td>
<td>0.94</td>
<td>0.62</td>
<td>0.79</td>
<td><strong>0.96</strong></td>
</tr>
</tbody>
</table>

In each row the highest correlation is shown by red, the second highest by blue and the third highest by green.
### Experimental Results

**Comparing results between different distortions**

- **LIVE2 dataset:**

<table>
<thead>
<tr>
<th></th>
<th>IQ($I_T$)</th>
<th>SSIM</th>
<th>MSSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>iCID</th>
<th>S-CIELAB</th>
<th>SHAME</th>
<th>SHAME II</th>
<th>PHVSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.91</td>
<td>0.86</td>
<td>0.91</td>
<td>0.83</td>
<td>0.92</td>
<td>0.92</td>
<td>0.90</td>
<td>0.85</td>
<td>0.83</td>
<td>0.73</td>
<td>0.89</td>
</tr>
<tr>
<td>Blur</td>
<td>0.98</td>
<td>0.87</td>
<td>0.96</td>
<td>0.78</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td>0.83</td>
<td>0.87</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>Fast fading rayleigh</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.89</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.82</td>
<td>0.80</td>
<td>0.74</td>
<td>0.89</td>
</tr>
<tr>
<td>JPEG 2000</td>
<td>0.96</td>
<td>0.94</td>
<td>0.96</td>
<td>0.90</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.90</td>
<td>0.87</td>
<td>0.81</td>
<td>0.95</td>
</tr>
<tr>
<td>JPEG</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.85</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.92</td>
<td>0.91</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>White noise</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
<td>0.92</td>
<td>0.99</td>
</tr>
</tbody>
</table>

In each row the highest correlation is shown by **red**, the second highest by **blue** and the third highest by **green**.
### Experimental Results

#### Comparing results between different distortions

**TID2013 dataset:**

<table>
<thead>
<tr>
<th></th>
<th>IQ($I_T$)</th>
<th>SSIM</th>
<th>M_SSIM</th>
<th>PSNR</th>
<th>FSIM</th>
<th>FSIMc</th>
<th>iCID</th>
<th>S-CIELAB</th>
<th>SHAME</th>
<th>SHAME II</th>
<th>PHVSMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>0.84</td>
<td>0.68</td>
<td>0.83</td>
<td>0.70</td>
<td>0.86</td>
<td>0.88</td>
<td>0.82</td>
<td>0.52</td>
<td>0.17</td>
<td>0.23</td>
<td>0.55</td>
</tr>
<tr>
<td>Additive gaussian noise</td>
<td>0.85</td>
<td>0.68</td>
<td>0.81</td>
<td>0.71</td>
<td>0.85</td>
<td>0.87</td>
<td>0.81</td>
<td>0.53</td>
<td>0.24</td>
<td>0.31</td>
<td>0.69</td>
</tr>
<tr>
<td>JPEG compression</td>
<td>0.88</td>
<td>0.71</td>
<td>0.85</td>
<td>0.69</td>
<td>0.88</td>
<td>0.91</td>
<td>0.79</td>
<td>0.51</td>
<td>0.67</td>
<td>0.26</td>
<td>0.69</td>
</tr>
<tr>
<td>JPEG 2000 transmission errors</td>
<td>0.88</td>
<td>0.66</td>
<td>0.77</td>
<td>0.67</td>
<td>0.78</td>
<td>0.81</td>
<td>0.81</td>
<td>0.60</td>
<td>0.28</td>
<td>0.55</td>
<td>0.64</td>
</tr>
<tr>
<td>Mean shift (intensity shift)</td>
<td>0.93</td>
<td>0.69</td>
<td>0.86</td>
<td>0.72</td>
<td>0.91</td>
<td>0.92</td>
<td>0.80</td>
<td>0.66</td>
<td>0.26</td>
<td>0.32</td>
<td>0.71</td>
</tr>
<tr>
<td>Lossy compression of noisy images</td>
<td>0.88</td>
<td>0.72</td>
<td>0.87</td>
<td>0.68</td>
<td>0.85</td>
<td>0.88</td>
<td>0.84</td>
<td>0.52</td>
<td>0.15</td>
<td>0.32</td>
<td>0.65</td>
</tr>
<tr>
<td>Image color quantization with dither</td>
<td>0.90</td>
<td>0.72</td>
<td>0.85</td>
<td>0.72</td>
<td>0.88</td>
<td>0.90</td>
<td>0.84</td>
<td>0.54</td>
<td>0.20</td>
<td>0.31</td>
<td>0.70</td>
</tr>
</tbody>
</table>

In each row the highest correlation is shown by red, the second highest by blue and the third highest by green.
Experimental Results

Correlation results in convolutional layers

CID:IQ in 100cm

CID:IQ in 50cm

CSIQ

TID2013

LIVE2
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CNN Based Image Quality Assessment
We also evaluated the performance of our proposed metric using other CNN models, VGG 16 and VGG 19 [Simonyan and Zisserman, 2014].

<table>
<thead>
<tr>
<th></th>
<th>AlexNet</th>
<th>VGG 16</th>
<th>VGG 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>CID:IQ 100cm</td>
<td>0.87</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>CID:IQ 50cm</td>
<td>0.76</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.92</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>TID2013</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>LIVE2</td>
<td>0.91</td>
<td>0.96</td>
<td>0.96</td>
</tr>
</tbody>
</table>
# Experimental Results

## Effects of convolutional layers on the performance

<table>
<thead>
<tr>
<th></th>
<th>VGG 16</th>
<th>VGG 19</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 Layers</td>
<td>8 Layers</td>
</tr>
<tr>
<td>CID:IQ 100cm</td>
<td>0.80</td>
<td>0.85</td>
</tr>
<tr>
<td>CID:IQ 50cm</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.89</td>
<td>0.93</td>
</tr>
<tr>
<td>TID2013</td>
<td>0.73</td>
<td>0.78</td>
</tr>
<tr>
<td>LIVE2</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>
Conclusions

1 Introduction

2 Proposed Approach

3 Experimental Results

4 Conclusions
In this work we introduced a new full reference Image Quality Metric.

- The metric is based on comparing feature maps at different convolutional layers on different spatial levels.
- Since we are working with pre-trained networks the computational time and power needed is low.
- The proposed approach outperforms the state-of-the-art image quality metrics in most datasets and distortion types.
- We found out that the deeper the network the more accuracy we have but then we would need more time and computational power for our calculations as well.
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