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1 The problemAspect is a sentence-level phenomenon, not a verb-level one: as has long been observed, not only do di�erentverbs yield di�erent aspectual interpretations, but the same verb combined with di�erent arguments ormodi�ers will vary in acceptability, as the sentences in (1) demonstrate:1(1) a. She ran for an hour.*She ran in an hour.b. #She ran to the park for an hour. [forced iterative reading]She ran to the park in an hour.c. #She ran a mile for an hour. [forced iterative reading]She ran a mile in an hour.d. #She ran from here to there for an hour. [forced iterative reading]She ran from here to there in an hour.e. She ran laps for an hour.*She ran laps in an hour.The task of determining when a verb can appear with temporal modifying phrases like for an hour and in anhour is complicated by the presence of complements; run can appear in the past tense with for an hour butnot in an hour, in neither case requiring any special interpretation. But in examples (1b-d), in an hour cancombine naturally with each verb phrase, while for an hour can be accepted only under a special iterativereading. Not all complements a�ect interpretation in this manner, however, as shown in (1e).The complexity is not limited to simple acceptability under natural and special interpretations: temporalmodi�ers need something to modify, giving rise to issues of attachment:(2) a. She loved him for �ve years. [modi�es period of loving]b. She ran for �ve minutes. [modi�es period of running]c. #She sneezed for a few minutes. [modi�es period of repeated sneezing]d. She read the book for an hour. [modi�es period of reading, book un�nished]She read the book in an hour. [modi�es period of reading, book �nished]e. She left the room for an hour. [modi�es period after having left, before returning]@She left the room in an hour. [modi�es period up to and including leaving]f. *She won the race for a few minutes. [cannot modify period of winning or (?) period afterhaving won]She won the race in a few minutes. [modi�es period up to and including winning]It may seem uncontroversial to conclude from (2a) and (2b) that phrases of the form V-ed for time makeassertions about the duration of the speci�ed activity of V-ing, even if it happens to be a repeated activity,as in (2c). The other examples in (2) show otherwise: despite identical syntactic structure, (2d) and (2e)display a striking inconsistency between both the period modi�ed and the inferences licensed. We cannotdescribe the period modi�ed in (2d) as \the period after having read," nor even \the period after havingread the book," but just such a statement is necessary to capture the modi�ed period of (2e). The e�ect oftemporal modi�ers on high-level inferences like whether the book has been �nished or whether the personreturned after leaving pose equally challenging puzzles. Judgments become even more muddled upon takinginto account examples like (2f), which behaves like (2e) with in a few minutes but inhibits a natural readingwith for a few minutes.2Lest we infer that issues of aspectual composition crop up only at the level of the verb phrase, it has alsobeen observed that judgments as basic as whether verbs can appear in present tense (examples in (3a)) or1Throughout this paper the standard asterisk (*) notation for linguistic unacceptability will be used. In addition to a looseuse of ? for questionable or variable acceptability, several other symbols will indicate acceptability conditional on a particularinterpretation: # denotes an iterative reading, % denotes a habitual reading and @ denotes an inceptive reading; these readingswill be further discussed in Section 2.1.2As with most acceptability judgments, a somewhat strained interpretation might be available with enough extra context(e.g. a photo-�nish judgment eventually stripping the erstwhile winner of her title). Some constraints still appear inviolable,however; the for a few minutes cannot modify the period before winning the race, and if applied in a context-laden manner tothe period after winning, some kind of reversal of the state is required.1



progressive form (examples in (3b)) show susceptibility to the nature of the subject:3(3) a. %She runs from here to there. [forced habitual reading]The road runs from here to there.b. She is running from here to there.*The road is running from here to there.Again, otherwise identical sentences produce di�ering readings and acceptability, suggesting that semanticfeatures of the subject argument wield at least some in
uence on aspectual interpretation.Although such linguistic phenomena have been widely noted in the literature, previous attempts athandling aspect have fallen short of providing a uni�ed, compositional account that is not only descriptivelyadequate but also cognitively motivated. After a brief overview of the basic issues and distinctions establishedby major previous work in the �eld, I propose a framework for analyzing aspectual mechanisms in termsof basic cognitive processes. Verbs, arguments and temporal modi�ers are all characterized in terms ofthe conceptual features they impose on or contribute to this framework. This approach owes much tofoundational work by Langacker (1991), but it draws on observations from the logical tradition to makesome additional speci�c claims about the nature of event structure and compositionality. Where possible,cognitive explanations are made more concrete by illustration in the context of the L0 language acquisitionproject (Feldman et al. 1996), thus addressing at a level of detail amenable to computational modeling theissue of precisely how aspectual composition takes place.42 Background: linguistic phenomena2.1 Some aspectual distinctionsAny discussion of aspect requires a clear understanding of the range of semantic distinctions it encompasses.Broadly construed, aspect refers to the internal shape of an event, or how it is distributed over time.5Attempts to provide a precise characterization of these event di�erences have demonstrated the di�cultyof the task: di�erent works have used di�erent terminology, or, worse, the same terminology with di�erentde�nitions. Perhaps the two aspectual oppositions that have borne the brunt of this terminology overloadare the following:� A perfective event usually denotes one that is seen as bounded, complete and not internally analyzedor analyzable; it is viewed from an external perspective. An imperfective event is seen as stillin progress (like progressives, discussed below) with no speci�c boundary, viewed from an internal,incomplete perspective. She ran a mile is thus perfective, while She ran (for an hour) is imperfective.� A telic event is usually goal-oriented, with a well-de�ned endpoint or result; an atelic event lacks aspeci�c goal or endpoint.6 In the telic She ran to the park, the park is the clear goal, and being in thepark is the goal state, both of which are lacked by the atelic She ran in the park. Note that an eventcan be described as being telic regardless of whether the goal is ever reached.The imperfective/perfective and telic/atelic distinctions are often con
ated, but they are by no means re-dundant categorizations; an event could be both telic and imperfective, as in She was running to the park.A few other useful aspectual distinctions are noted here:3This paper will not consider other conditions allowing verbs to appear in present tense, most notably performatives (Ipronounce you man and wife) and other verbs that describe events that are temporally coincident with the utterance. Thiscondition is relaxed under certain conditions, including play-by-play accounts (e.g. He shoots! He scores!) and historical orfuture present tense; see Dowty (1979) for further discussion.4By no means does this paper purport to present an exhaustive examination of the large body of work in logical approachesto aspect. Rather, it focuses on the contributions of a few major works and their relevance to the development of a cognitivelymotivated understanding of aspectual composition. Future work should certainly include a comprehensive comparison of recentlogical work and the approach discussed here.5It is distinct from tense, although the two exercise signi�cant mutual in
uence.6Though presence of a goal is distinct from presence of an endpoint or result, both have appeared in discussions of telicityin the literature. 2



� The punctual/durative opposition is based on perceived duration; punctual events take place ata particular point in time (e.g. She left, He sneezed (at once, at that point)), while durative eventsrequire some period of time (e.g. She ran for an hour, He built a house).� An iterative reading is based on perceived repetition within the event; iterative events have internalcyclic activity, while non-iterative events can be seen as single and non-cyclic. Thus John sneezeddescribes a single event with no repetition, but John sneezed for an hour implies that he repeatedlysneezed during that time. Some verbs are inherently iterative, such as scrub in John scrubbed thedishes.� A habitual reading pro�les the regular recurrence of an event over an interval and can be consideredan extension from an external point of view (as opposed to the progressive marking, below). In English,present habitual aspect can be conveyed by the present tense (She runs (every morning)), whereas pasthabitual aspect is best captured with used to, as in She used to run (every morning).� An inceptive reading involves the beginning of an activity, as in constructions like start V-ing. Withan inceptive reading, She left in 10 minutes can be interpreted as roughly synonymous with It tookher 10 minutes to leave.� A progressive reading predicates the ongoing, continuous nature of an event, which is extended froman internal point of view. (Note that in English a progressive reading is a phenomenon of both tenseand aspect.) A progressive marking can entail at least three other aspects:(4) a. Mary is running from here to there. [imperfective]b. Mary is bumping her head. [iterative]c. Mary is living in Texas. [transient/non-permanent]One of the tasks of aspectual theory is to account for di�ering interpretations like those in (4); thesewill be discussed later.2.2 Aspectual classesThis section provides a brief overview of some of the major work in aspect and the di�culties faced byaspectual accounts. Most approaches have attempted to capture the distinctions just described by assigningeach verb an aspectual class; regularities across semantic interpretations in particular contexts can then bestated over these classes. Although the study of aspect stretches back at least as far back as Aristotle, modernapproaches began with Vendler (1967), whose classi�cation of verbs and verb phrases into four aspectualclasses have stubbornly resisted being supplanted by the re�nements proposed in subsequent work, despiteno shortage of criticism. The Vendler classes and some representative examples are given below:state true of any instant (in given interval), e.g. love, know, resembleactivity true of any interval (in given interval), e.g. run, walk, swimaccomplishment true of a speci�c interval, e.g. draw a circle, paint a picture, build a houseachievement true of a speci�c instant, e.g. win a race, reach the summit, dieVendler's classi�cation is based largely on the two dimensions of duration and speci�city: activities andaccomplishments are predicated of intervals, while states and achievements are predicated of instants; statesand activities are predicated of any time (instant or interval) in a given interval, and accomplishmentsand achievements are predicated of speci�c times. Additional criteria include combinatorial properties withtemporal adverbial modi�ers (the for time and in time phrases mentioned already), logical entailments(such as whether having V-ed for time implies having V-ed, or whether V-ing implies having V-ed forany time) and appearance in particular linguistic constructions. For instance, states appear to resist bothprogressive form and constructions imputing agency or voluntary control (like stop/start V-ing.3



(5) a. *I am knowing the answer.*She is liking him.b. *Stop knowing the answer.*Stop being eight feet long.Yet even these apparently robust generalizations display sensitivity to a variety of contextual factors, asdiscussed by Verkuyl (1993) and others. In particular, temporary or non-persistent readings (examples in(6a)) and states that are perceived as requiring e�ort or voluntary control (examples in (6b)) receive perfectlynatural interpretations:(6) a. I am living in Amherst.She is standing by the Nile.He is liking his teacher more and more.b. Stop being a fool.Stop being a workaholic.Despite these and other inconsistencies to which such generalizations fall prey, accounts since Vendler(Comrie (1976), Dowty (1979), Mourelatos (1981) and Moens & Steedman (1988), to name just a few) havebeen nearly unanimous in adopting Vendler's state and activity classes, though the latter is usually termedprocess. The more complex event types, however, have given rise to a proliferation of class names, represen-tations and semantic distinctions, many of which attempt to characterize qualitative aspectual distinctionsof the sort described in Section 2.1.But classes that are, like Vendler's, based on truth values of predicates at particular time periods facea signi�cant stumbling block: aspectual phenomena have to do not with temporal structure but with eventstructure. This point is underscored by the di�culty many such theories face in explaining Dowty's Imper-fective Paradox:(7) a. John was walking. [)John walked]b. John was walking to the park. [6 )John walked to the park]The same description of a state in the world may be described by a large number of sentences, each witha di�erent aspectual 
avor; (7a) and (7b) can describe the same walking event, but they behave di�erentlywith respect to the logical entailment test of whether V-ing implies having V-ed.Challenges along similar lines arise in determining the e�ect of nominals on aspectual behavior, as notedin Section 1; Verkuyl (1993) and Krifka (1992) have addressed these challenges in terms of the homogeneityof the object and how thematic relations depend on interaction with the temporal structure of the verb.Some examples like those raised by Verkuyl are given here:(8) a. #She ate fa sandwich/three sandwichesg for an hour. [count noun: forced iterative reading]She ate fa sandwich/three sandwichesg in an hour.b. She ate fsandwiches/cheese/from the cheeseg for an hour. [mass noun]?@She ate fsandwiches/cheese/from the cheeseg in an hour.c. #She ate fsome sandwiches/more than one sandwich/ [quanti�ed nouns: forced iterative reading]a pound of cheeseg for an hour.She ate fsome sandwiches/more than one sandwich/a pound of cheeseg in an hour.d. #She ate the cheese for an hour. [speci�ed mass noun: modi�es period of eating, cheeseun�nished]She ate the cheese in an hour. [speci�ed mass noun: modi�es period of eating, cheese �nished]Combination of the verb eat with count nouns like a sandwich and three sandwiches in (8a) produces perfec-tive, telic readings, as opposed to the imperfective, atelic readings produced by the bare plural sandwichesand mass noun cheese in (8b). But the examples in (8c) and (8d) show that phrases like some sandwichesand more than one sandwich, though inexact in their quanti�cation, nevertheless behave aspectually likecount nouns, as does a mass noun like cheese when it is quanti�ed or has a de�nite article.4



2.3 Some observationsIt seems clear that an adequate account of aspectual behavior minimally requires a notion of event structurethat captures both the temporal ordering of its subevents and the causal or intentional relationships amongthem. Such a notion of internal event structure and contingency appears in, for instance, Moens & Steedman(1988): Vendler's accomplishments are analyzed as including a preparatory process, a culmination point anda consequent state; Vendler's achievements are similar but contain no preparatory process. This analysisprovides a more motivated basis for understanding the behavior of temporal modi�ers, which can focusattention on a particular subevent or e�ect a kind of lexical or aspectual coercion on the event overall. Apunctual verb like sneeze, for instance, can be coerced into an atelic process by the imposition of an iterativereading, and thus provide appropriate input for modi�cation by a for time phrase.Event structure alone will not, however, su�ce. A quick review of the example sentences presented sofar yields a number of other critical factors that can constrain aspectual interpretation and the coercion ofspecial readings. Among these are: presence of intention, e�ort or control in the subject; time scale (typicalduration of an event); permanence or transience of an event or agent; boundedness (mass/count nature) ofa nominal; and, of course, telicity. Although most theories of aspect have attempted to characterize someof these factors (notably telicity and noun quantity features), it is unclear whether any of them providesa uni�ed framework for addressing all of them without having to resort to ad hoc features or rules thatare otherwise unmotivated. The remainder of this paper attempts to provide such a uni�ed and motivatedframework, using principles from Langacker's (1991) Cognitive Grammar as a starting point.3 A cognitively motivated approachCognitive approaches to grammar make a number of assumptions about the nature of language that departin crucial ways from traditional approaches. These assumptions are described in great detail in Langacker(1991); for current purposes it will su�ce to provide a broad overview of these grounding principles so thattheir consequences for aspectual phenomena can then be examined.3.1 Insights from Cognitive GrammarCognitive Grammar takes seriously the hypothesis that the ability to use and understand language is inti-mately connected with the nature of cognitive processing. That is, meaning must be characterized relative tohow humans conceive of the world: how we structure our knowledge of entities and events into categories (asin Lako�'s (1987) radial categories, with members that diverge in principled ways from central prototypes);how we structure situational knowledge into particular cognitive domains (akin to the mental spaces of Fau-connier (1985)); and how we impose a particular construal on a situation that is only partially constrainedby its \objective" properties. The investigation of these claims has given rise to the postulation of a numberof speci�c cognitive mechanisms and distinctions:� Objects and events in the world do not fall neatly into strictly de�ned categories and types, and nei-ther do linguistic elements; rather, they provide speci�c interrelated senses over which generalizationscan be made. Schemas are abstract representations of these generalizations, which may be furtherelaborated or instantiated.� Principles of construal include: the ability to distinguish between trajector and landmark (similarto a �gure/ground distinction); the ability to pro�le some part of a whole (as necessary to de�ne, forinstance, hypotenuse with respect to a right triangle); sensitivity to scope of predication, speci�cityand perspective; and the ability to employ either summary or sequential scanning of a situation(discussed in Section 3.2.1).� Linguistic expressions are either nominal or relational predications. Nominal predications pro�lesome entity, which can be seen as either a bounded or unbounded region in some domain, and canbe internally homogeneous or heterogeneous.5



Relational predications pro�le the interconnections between a set of entities and can be either atem-poral or temporal. Temporal relations (processes) are made up of a series of atemporal relations;like nominals, processes can be seen as either bounded or unbounded, and internally homogeneous orheterogeneous.These mechanisms prove quite useful for characterizing the nature of events and motivating some aspec-tual phenomena. In particular, Langacker describes verbs as pro�ling some relation over time, providinga natural basis for the ubiquitous state/process distinction: stative events are simply the extension of aparticular relation over time, while processes involve a relation that changes over time. This change can beeither homogeneous or heterogeneous; Langacker de�nes homogeneous as \e�ectively" identical, which I willcharacterize more precisely in Section 4.2.1. This division controls the classi�cation of processes as eitherimperfective or perfective, analogous to a basic distinction proposed in most other theories (e.g. telic/atelic,or Vendler's activities/accomplishments) but motivated by the larger Cognitive Grammar framework.Note that the change over time can also be described in terms of trajectories and goal states: althoughall processes involve change or a trajectory of some kind in the time domain, only perfective processes have asecond trajectory along some other primary domain to a speci�c �nal, goal state. Determining perfectivity,therefore, as well as acceptability of temporal modi�cation, is largely a matter of identifying a valid secondtrajectory and goal state, based on the nature of both the process and its participants. In other words, thetask of accounting for aspectual composition can be recast as specifying how each component contributes toand constrains the overall schema (or image schema7) and potential trajectories.While Langacker does not address all the issues and phenomena involved in aspectual composition (partic-ularly with respect to temporal modi�cation), his analysis lends itself well to such a speci�cation. AdoptingLangacker's formulation, I cast verbs as describing change (or lack thereof) over time; the lexically speci�ednature of this change will be discussed in Section 3.4. At a schematic level, however, the notion of �nal stateof this change is su�cient for describing the e�ect of composition with nominals and temporal modi�ers.Section 3.2 describes how nominal arguments constrain interpretation: subjects (usually trajectors8) helpdetermine the way events change over time, while objects (usually landmarks of some kind) help determinethe way events change over some other dimension, or move along a trajectory toward a well-de�ned goalstate. It is the presence and nature of such a goal state that determines when and how temporal modi�ers(as well as progressive form) can legitimately apply, as described in Section 3.3.3.2 The role of arguments3.2.1 Subjects and the state/process distinctionSubjects instantiate the trajector in the image schema representing an event;depending on the relation depicted and the type of scanning employed, featuresof the subject (such as animacy) can help determine the presence of change overtime. They are therefore most in
uential in distinguishing states and processes andconsequently constraining the appearance of a verb in progressive tense.Casting the state/process distinction in terms of change over time sheds considerable light on the roleof subjects, since the nature of the subject/trajector may determine whether the entire conceptualization ofthe event changes over time:(9) a. %Sally goes from Phoenix to Tuscon. [forced habitual reading]Sally is going from Phoenix to Tuscon. [process]b. The road goes from Phoenix to Tuscon. [state]*The road is going from Phoenix to Tuscon. [*process]7Langacker uses the term schema to refer to representations of both nominal and relational predications; I will use the termimage schema (as in Lako� (1987) and elsewhere) to refer speci�cally to relational predications, especially in the context of therepresentation of an event.8Subjects usually but not always correspond to trajectors; Langacker analyzes the passive voice as e�ecting a reversal oftrajector and landmark. For this paper we will assume that subject corresponds to trajector. Object often corresponds tolandmark, but not always, as will be discussed in Section 3.2.2.6



In (9a), disregarding the special habitual reading, we conceive of the subject moving from one place toanother in a sequence of relations that must change over time. In (9b), however, the same physical path isrei�ed as a trajector whose location is speci�ed; here the relation is stable over time, and indeed cannot beinterpreted as changing over time. The same verb go thus allows either a stative or a processual reading,depending on how the entities involved constrain possible construals.In addition, Langacker postulates two kinds of cognitive processing: in sequential scanning, a situation isviewed as it progresses (or stays the same, as the case may be) from one time step to another; in summaryscanning, the situation is viewed in a cumulative fashion. These di�erent processing modes can account forthe related senses of surround in (10), in particular the acceptability of both examples in (10b):(10) a. The moat surrounds the castle. [state]*The moat is surrounding the castle. [*process]b. Soldiers surround the castle. [state; summary scanning]Soldiers are surrounding the castle. [process; sequential scanning]The soldiers can be viewed as either actively surrounding the castle or, having already surrounded it, togethercomprising a trajector in a relation that can be seen as stable over time.93.2.2 Objects and image schema instantiationObjects can instantiate or otherwise provide elements of the image schema otherthan the trajector, including the goal and background; depending on the nature ofthe process depicted, features of the object (such as boundedness, homogeneity andspeci�city) can help determine the presence of change over a non-temporal primarydimension. They are therefore most in
uential in distinguishing imperfective andperfective processes and consequently constraining the appearance and interpreta-tion of temporal modi�ers.Objects in Cognitive Grammar are usually seen as corresponding to landmarks in image schemas, inopposition to active, pro�led trajectors. The term landmark, however, should be clari�ed, since it con
atestwo possible senses with quite di�erent implications for the determination of trajectories. In the broadercontext of Langacker's discussion of transitivity and grammatical relations, the notion of an action chaincaptures the transfer of energy from an energy source, (potentially) through agents of energy transfer andon into an energy sink. Subjects sit at the heads (source) of the action chain, while (direct) objects tend tooccupy a \downstream" position in the chain. In this usage, then, landmark applies to the recipient of force.For the purposes of identifying a trajectory and �nal state, however, it is not energy transfer but movementtoward a goal that is important. I will thus use goal to refer to a particular kind of landmark, one towardwhich the trajector is moving in some domain. Note that both direct objects and prepositional objects canprovide this goal, though in di�erent ways: the prepositional object in walk to the park itself provides thegoal, while the direct object in walk a mile provides both a background for the motion and an abstract,implicit goal, the end of the mile. The object in read a book performs a similar function in a rather moreabstract domain.This kind of goal, also called an incremental theme, cannot be satis�ed by all nominals. In general, onlybounded (count) nominals can instantiate the goal, but as noted earlier in (8), quanti�cation and speci�cation(with a de�nite article) seem to make a di�erence. Thus even a mass noun like cheese can acquire a boundary,and the resulting nominal (e.g. a pound of cheese), though still internally homogeneous, is rendered boundedenough to provide a clear end point as the goal. When no such (bounded) goal is available, the object (eitherdirect or prepositional) often merely provides an unbounded background, homogeneousmass that instantiatesthe background setting for the event without a distinct trajectory or goal, as in both eat cheese and eat fromthe cheese.9Note that while the soldiers cannot be seen as identical over time, since they most likely do not remain in absolutely thesame place at every moment, the (image-schematic) relation depicted by surround can persist over time. Note also that whilethe processual interpretation is the most salient reading for the progressive form, �ctive motion may account for readings inwhich the progressive form describes a stable situation. 7



Note that an object may provide neither landmark nor background for movement. The classic examplein Vendler (1967) is that of push the cart, whose object is both bounded (heterogeneous) and speci�ed, yetbehaves like other atelic activities:(11) a. He pushed the cart for an hour.b. ?@He pushed the cart in an hour. [forced inceptive reading]The framework adopted here a�ords a simple explanation for this phenomenon: because the trajector (andenergy source) represented by the subject in (11) is applying continuous force to the cart, the two participantsare moving together over time. That is, there is no movement of the trajector with respect to the cart, whichtherefore cannot function as a goal in the sense of endpoint (even though it is a landmark in Langacker'ssense for the application of force).3.3 Requirements of temporal modi�ersOnce the notion of perfectivity is de�ned in terms of boundedness and goals, characterizing the requirementsand behavior of temporal modi�ers becomes quite simple. This section provides a simple speci�cation;compositional issues that arise when these modi�ers are placed in particular contexts will be considered indetail in Section 4.3.3.1 Span modi�ersSpan modifiers of the form in time modify a relation by bounding it in a speci�edamount of time; this relation must be (construed as) a perfective process, i.e. onethat is bounded in a non-temporal primary domain with a distinct goal.Note that combination with verbs that lack a perfective process to modify usually results in eitherunacceptability or a (marked) inceptive reading, as in (10b) or (12):(12) ?@Bill walked in an hour. [forced inceptive reading: It took Bill an hour to walk.]This reading can be seen as a recasting of an imperfective process (walking) into a slightly di�erent perfectiveevent (starting to walk). That is, since a span modi�er requires a perfective process, the absence of anysuch a process will lead to an alternative, perhaps less salient construal of the event that does satisfy theperfectivity requirement.3.3.2 Durative modi�ersDurative modifiers of the form for time modify a relation by bounding it withina speci�ed amount of time, implicating that the relation ceases to hold at the endof the given time period. They thus also inhibit boundedness in the non-temporalprimary domain and may implicate that the goal state is not reached.The cessation of the relation may be viewed as either the negation of a state or the halting of a process:(13) a. Bill loved Mary for years. [)Bill no longer loved Mary after those years]b. Bill walked for �ve minutes. [)Bill stopped walking after �ve minutes]The two forms of cessation can be treated uniformly if a notion of process control, to be discussed in thenext section, is taken into account. Note that not all states can be negated; see discussion in Section 4.1.3.4 Inherent verb semantics: What's in a verb?Now that we have considered the semantic contributions of both nominals and temporal modi�ers, we cancan consider how to explicitly characterize the meanings of verbs beyond merely expressing change (or lack8



thereof) over time. Speci�cally, inherent verb semantics must elaborate more precisely the type of thischange, including at least three kinds:� A basic de�nition for many verbs must rest on some speci�cation of motor control: how the bodyexecutes a given action in terms of motor synergies and force dynamics (e.g. as discussed by Talmy(1988) and Bailey (1997)).� Other verbs leave the actual execution unelaborated, instead placing constraints on image schemas,particularly by specifying image schemas that must apply before and after the pro�led event. Thisprovides a natural way to characterize the goal state. The verb leave, for instance, might entail thatan image schema like that for in holds before some event, and that an image schema like that forout holds after the event. (Distinctions like this are present (in logical form) in Asher & Sablayrolles(1996).)� Some verbs are speci�ed relative to a notion of process control that captures their dynamic unfoldingover time: processes can be started and stopped, or they can be in progress. A number of verbs areexplicitly aspectual, like stop, start and resume; others must be speci�ed in the context of some otherverb (such as stumble, which is construed in terms of interruption of a walking process (Narayanan1997)).Any account of inherent verb meaning must somehow encompass all of these seemingly disparate varietiesof change, and the speci�c context of aspectual composition is no exception. Indeed, the need to representmotor control, image schemas and process control has been implicit in a number of discussions already,including the determination of perfectivity, acceptability of progressive form and e�ect of durative modi�ers.To accomplish this task in a uni�ed manner using the cognitively motivated framework described so far,I draw on the computational approach to modeling aspect proposed by Narayanan (1997), which providesprecisely the notion of process control needed, blended with a representation of motor control like thatdescribed in Bailey (1997).Narayanan's computational approach to modeling aspect departs radically from previous theories in itsactive representation of verbal semantics: An aspect processing net (APN) captures both potential eventstructure and its interaction with resources (e.g. intentionality and energy) and time scale of reasoning.Successive markings (states) of the APN correspond to progress through an event, providing a natural basisfor inference using the simulated course of events as recorded in the APN history and current state. Besidesaccounting for most lexicalized aspect (e.g. start/stop V-ing, used to V, etc.) and inferences involved ina number of other readings (including iterative, imperfective, progressive and perfective), the focus on thedynamic nature of verbal semantics demands and produces a model rich enough to capture a wide rangeof contextual e�ects. Thus far, however, it has dealt with only verb-level aspectual phenomena, not thesentence-level compositional issues that have been described here, and has concentrated on the process classof verbal semantics.The models provided in the next section are intended to augment the APN with insights from cognitivetheories to address the compositional issues described. To that end, they integrate the notions of type ofchange (motor- or image-schematic) and process control with the already discussed notions of domain ofchange (temporal or non-temporal) in the following manner: verbs can be classed according to whetherthey assert no change (state), continuous motor-schematic change (process) or discrete image-schematic change (transition). The presence of a trajectory can be associated with motor-schematic change(conditional on the presence of a well-de�ned goal) and the presence of a goal state with image-schematicchange. But since the two kinds of change are not mutually exclusive, their co-occurrence produces semanticdistinctions that correspond to additional classes, both involving continuous change followed by a discretechange, either pro�ling both (perfective process) or just the discrete change (Vendler's achievements, herecalled process-transitions). This coarse division should not, however, be taken as yet another incarnationof Vendlerian labels; each \class" will be given a precise speci�cation in terms of variations on APNs,illustrating the relationship between di�erent event types and motivating the inferences they sanction. Thisrepresentation will demonstrate not only how the various compositional speci�cations described can berealized in a cognitively plausible way but also how the distinction between motor and image schemas canilluminate the larger issue of the relationship between action and perception.9



4 Aspectual composition with cognitively motivated classesThis section describes in detail how each of the cognitively motivated aspectual classes interacts with argu-ments and temporal modi�ers to account for the aspectual phenomena described so far.The models used here mix variants of Narayanan's APN notation with a representation for image schemas.APNs are made up of x-schemas, an extension of the Petri Net formalism (Murata 1989). In this formalism,places (represented as circles) usually correspond to states, conditions or resources, and transitions (repre-sented as rectangles) usually correspond to actions. I will dispense with their formal properties here, relyinginstead on informal discussions to clarify notation as it arises; see Narayanan (1997) for a more extensivedescription. Note that the APNs given here show only a subset of the standard APN, omitting for simplicitysome elements not directly relevant to the current discussion. In some cases I have changed the labels of theAPN as used by Narayanan to describe more intuitively the relevant state or action, but these don't a�ectits formal characteristics.Correspondence between image schemas (usually in rounded boxes) and x-schemas will be depictedwith double-headed un�lled arrows; these correspondences should not be taken as strong claims about theinteraction of image schemas with x-schema notation, which is a subject of continuing research (as discussedin Section 5). As usual, tr and lm stand for trajector and landmark, respectively. (Landmark is used insteadof goal to cover cases in which the goal role is unful�lled.) Heavy lines indicate pro�ling, and dotted linesrepresent the lack of instantiation or binding.4.1 StatesStates are relations with no change of any kind over time. They persist over timebut can be bounded by durative modi�cation.Examples: like, be, know, seem; also positional relations lie, sit, etc.Figure 1 shows some typical states in Cognitive Grammar-style representations; (a) is an abstract rep-resentation of the pro�led relation between two entities in John loves Mary, while (b) depicts the moreimage-schematic situation in The moat surrounds the castle.
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(b)(a)Figure 1: Image schemas for states: (a) John loves Mary and (b) The moat surrounds the castleSuch static relations can be easily represented in x-schema notation as a single place corresponding to acondition that holds, as in Figure 2(a). Alternatively, we can choose to see the holds condition as enablinga situation to PERSIST over time, as in Figure 2(b). Here the arrows represent passing of activation (in theform of tokens), and their cyclic con�guration corresponds to the intuition that states can persist inde�nitely.The advantage of this shift is that it facilitates the representation of states that do not persist inde�nitely(as with durative modi�cation) and states that require some resource as input (as with progressive marking).Temporal modi�cation of states� Span modi�ers can apply only if a marked inceptive reading can be found, in which case the statebecomes more like a perfective process (described below). Thus ?He liked the class in three days ismost easily interpreted as He began to like the class in three days.� Durative modi�ers cause the relation to no longer be asserted after the speci�ed time period, andpossibly imply that the relation does not hold, as discussed in Section 3.3.2. The x-schema represen-10
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holdsFigure 2: X-schema representations for statetation in Figure 2(b) allows a duration of activation to attach to the PERSIST transition, as in Johnloved Mary for �ve years.Progressive form of statesIn general, states disallow progressive form. But verbs that normally depict stative events can allow pro-gressive form in a number of circumstances, as mentioned earlier:(14) a. Soliders are surrounding the castle. [sequential scanning]b. He is liking his new teacher more and more. [explicit change over time]c. John is being silly. [e�ort/control/intention required]d. John is lying on the beach. [non-persistence]e. The lamp is standing by the table. [non-persistence]Note that these construals di�er as to whether change over time is being asserted: (14a) and (14b) can be seenas changing over time (in degree of surrounding, or degree of liking, respectively) and thus are most simplyhandled under processes below. The other examples, however, involve more static situations, althoughboth (14c) and (14d) involve at least minimal variation over time (e.g. in silliness or precise position on thebeach). All three situations can be seen as non-persistent, either because something can cause the state tono longer hold (e.g. moving the lamp), or because some minimal e�ort needed to maintain the state is nolonger available.We can represent these cases with the addition of an input arc from an e�ort resource, as in Figure 1(c).This resource stands for a more general notion of required input conditions (e.g. intention, energy, control)necessary for the continued persistence of a state. We hypothesize that for states, progressive markingpro�les (by way of an x-schema marking) the PERSIST transition (similar to the pro�ling of the PROCESStransition of the standard APN in Narayanan (1997)); to appear in progressive form, a state must be at leastpotentially temporary. That is, the requirement of e�ort, control or intention for the persistence of the statecarries with it the implication that these resources can be depleted (e.g. energy) or ceased (e.g. intention)and thus cause the state to terminate.This view of progressive form accounts for the restriction against sentences like *He was being tall andthe acceptance of He was being funny : in the former the e�ort arc is not a valid resource for the state tohold, but in the latter it is. It may also provide (in addition to the lack of a processual construal basedon sequential scanning) an account for the restriction against inanimate subjects in progressive form, as in*The moat is surrounding the castle, since the situation cannot normally be construed as temporary, and noe�ort is involved.4.2 ProcessesProcesses are sequences of relations with continuous motor schema changes overtime. Imperfective processes are homogeneous, with no distinct goal state,but a trajectory and goal state may be speci�ed to produce a perfective process.Examples: walk, swim, run, read 11
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Figure 3: X-schema representation for process (imperfective)4.2.1 Imperfective processes(Imperfective) processes are represented in Figure 3 as pro�ling the subnet x-schema speci�ed by the PRO-CESS transition of the APN, which always requires e�ort as a resource. The (e�ective) homogeneity of themotor activity itself is captured by the cyclic nature of the subnet; although the actual state of the subnetmay change from one time step to another, the fact that it can continue inde�nitely (as long as the PROCESSnode is asserted to be activated) guarantees that the process is expansible in the same way mass nouns are.If an image schema is activated, it is only partially instantiated; the trajector has no speci�ed path orlandmark, and certainly no goal state. The motor process entails that the trajector is moving, but we candistinguish change of position with respect to some background, which may be speci�ed by an object, fromchange of location with respect to a goal. This potential background is here represented by the dottedboundary on the inside edge of the image schema. Prepositional phrases often specify a background:(15) John ran around the �eld. [�eld = background]John walked in the park. [park = background]Mass nouns can specify background in a very similar fashion (eat the cheese, eat from the cheese). Notethe case of push the cart mentioned in Section 3.2.2, where an object may furnish neither the goal nor thebackground but instead some secondary trajector.Temporal modi�cation of (imperfective) processes� Span modi�cation can take place only if the FINISH node can �re at the end of the speci�ed duration.For imperfective processes, the node cannot �re, since no goal state is available or activated. (As withstates, span modi�ers may apply if a marked inceptive reading can be found, in which case the processbecomes more like a perfective process.)� Durative modi�cation is straightforwardly represented by the duration on the PROCESS node;after that time, activity (and e�ort) ceases.Progressive form of processesIn line with the hypothesis that progressive form requires the activation of an energy-consuming subnet(which can then be halted), processes all allow progressive form.12



4.2.2 Perfective processesPerfective processes are sequences of relations with continuous motor schemachanges over time that de�ne a trajectory toward a unique goal.Examples: walk to the park, read a book
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lmFigure 4: X-schema representation for process (perfective)Perfective processes are simply processes whose image schemas also ful�ll the requirements for a trajectoryand goal, which are pro�led, as shown in Figure 4. The instantiation of a goal at the end of a path (orextent) provides a �nal state in an image schema transformation, which takes place concurrently with thecontinuation of motor schema processing. Note that the initial image schema may be part of the enablingconditions for the process schema. In addition, the goal state is bound to or activates the at goal conditionfor �ring the FINISH transition.(16) John ran (is running) to the store. [store = goal]John ran (is running) a mile. [mile = extent/goal]The landmark/goal can be instantiated by a bounded object. Recall from Section 2.2, however, that eitherquanti�cation or speci�cation can render a mass noun into an acceptable goal state. Some relation thus seemsto hold between being bound (instantiated) and being bounded (quanti�ed/speci�ed): both are necessaryfor a goal to exist.Temporal modi�cation of perfective processes� Span modi�ers apply naturally to perfective processes: the entire event, including �nal state, takesthe speci�ed amount of time.� As with imperfective processes, durative modi�ers activate the PROCESS subnet of a perfectiveprocess for the speci�ed length of time; if the goal state has been attained when the activity ceases,the FINISH transition (in addition to the CEASE transition) is also enabled.Since perfective processes pro�le both a process and a �nal state, some attachment ambiguity mightin theory apply to durative modi�cation. In fact, however, durative modi�cation of the �nal statedoes not seem to be allowed: in Bill read the book for an hour, the durative can modify only the(haltable) period of reading, not the state of having reached the end of the book. An explanation forthis observation may lie in the fact that the durative can straightforwardly apply to the PROCESS13



node (i.e. the reading process). On the other hand, it is not clear how to terminate the resulting state(e.g. of having read the book), which can't be reversed or negated in any sense. It is for this reasonthat neither the FINISH transition nor the CEASE transition automatically results in any distinctivenew state.Special case: verbs of creationThe fact that verbs of creation result in the existence of the object provides an explanation for the di�erencein judgments between (17a) and (17b), despite the seeming similarity of events:(17) a. I read the book for an hour. [reading ends, book un�nished]b. ?I wrote the book for an hour. [verb of creation]c. I wrote poetry for an hour. [verb of creation, mass noun](18) a. I baked the cake for an hour. [baking ends, cake un�nished]b. *I baked you the cake for an hour. [verb of creation]The landmark in verbs of creation doesn't exist until the goal state of the perfective process is attained;further, durative modi�cation pro�les the PROCESS transition without asserting attainment of the goal.The product therefore does not yet exist and cannot take part in the relation asserted as having duration.10With the unbounded nominal in (17c), any amount of poetry can be construed as a relatively legitimateexample of poetry, so the durative modi�cation doesn't cause any con
icts.A similar phenomenon in (18) demonstrates interaction with issues of argument structure: the dativeconstruction in (18c) requires a recipient as well as the product of creation being received. Again, durativemodi�cation interrupts the creation of the product.4.3 TransitionsTransitions are sequences of relations with discrete image schema changes overtime involving change of location with respect to a landmark.Examples: leave (the o�ce), enter (the room)
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Figure 5: X-schema representation for transition10Judgments seem to vary, however; some people �nd both readings acceptable, possibly because of some metonymic processthat allows the un�nished product to stand for the �nished product.14



Transitions pro�le the new state that is produced by an unspeci�ed process (as depicted by the lack ofinstantiation of the PROCESS node above in Figure 5). Image schemas are bound most strongly with thestates before and after the unspeci�ed process, and no particular trajectory is associated with the processitself (although note that one can be: leave through the garden). Instead, as the example of leave abovesuggests, some discrete intermediate state(s) (in this case, an essential boundary crossing condition) mustbind to some stage of the unspeci�ed process. Notice also that unlike perfective processes, whose goal mustbe instantiated, landmarks for transitions may be left implicit or uninstantiated.Note that unlike the other classes described so far, transitions themselves have neither CEASE nor FINISHnodes (although the unspeci�ed process subnets do). Instead, the completion of the action produces a newstate, which can then itself persist and be modi�ed much like a normal state.11Temporal modi�cation of transitions� Span modi�cation is slightly marked: He left in �ve minutes is acceptable only when seen as aprocess that took that long to execute or when seen as a period ended by his leaving; in either case, aperfective process may be inferred.� Durative modi�cation illustrates the \collapsed" nature of the unspeci�ed process in its inabilityto modify the period before the goal state:(19) a. She walked to the store for an hour. [process: modi�es period of walking, store unreached]b. She went to the store for an hour. [transition: modi�es period at store]The di�erence between processes and transitions, as exempli�ed by (19), is what durative modi�ersterminate: the process (of walking or going), or the state (of being at the store). Durative modi�cationrequires a CEASE transition inhibiting the e�ort required to maintain a process and thus cannot describethe period before arriving at the store; at the level of the verb go, there is nothing to cease nor anyaccess to the possible CEASE transition in the PROCESS subnet. Instead, the pro�ling of the newlycreated state provides a natural choice for the durative. Here, in line with the discussion of durativemodi�cation of states, the ending of the modi�ed period must inhibit the state, which is most easilye�ected by a reversal of the transition and return to the previous state.The salience or pro�ling of a transition may also be a�ected by a preposition:(20) Bill passed through town for a few weeks. [)no longer in town]Here the e�ect of through is strong enough to cause durative modi�cation to modify an in intermediatestate.Progressive form of transitionsProgressive form is allowed, attaching to the unspeci�ed (e�ortful) process; I am leaving refers mostnaturally to the process that results in leaving and cannot refer to the period resulting from leaving, nor canit license the inference that the speaker left.Special case: Process-TransitionsProcess-Transitions are sequences of relations with discrete image schemachanges over time involving change of location with respect to a landmark(transition), preceded by a less salient sequence of relations with continuous motorschema changes over time that de�ne a trajectory toward a unique goal (process).Examples: win (the race), reach (the top)11For convenience the new state is shown here directly following the transition, but in a more elegant formulation (like inNarayanan (1997)) the transition APN would interact directly with a representation of world context.15
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Figure 6: X-schema representation for process-transitionThe most complicated lexically speci�ed type of verb, shown in Figure 6, appears to be one that pro�lesa transition that takes place at the end of a larger process; it refers only to the moment of transition,but the preceding process, though uninstantiated, is salient enough to a�ect behavior under modi�cation.In particular, this class di�ers from a usual transition in that the unspeci�ed process corresponds to atrajectory, indicating the presence of some kind of continuous, telic activity. The process-transition thuscombines elements of all the other classes: an e�ortful process corresponding to a trajectory, a unique goalstate that happens also to be a signi�cant new state with its own state APN (and is pro�led). It may be thesuperimposition of a transition and a perfective process, e.g. climb the mountain and reach the top, whichshare at the top as a goal state.� Span modi�cation seems to be allowed with no problem, possibly because of the presence of aperfective process ending at the same time and thus the facilitation of the normal span requirements.� Durative modi�cation: process-transitions generally don't combine easily with durative modi�ers;the durative pro�les the process, while the process-transition pro�les the point of completion, thusprecluding attachment to the period before the transition:(21) *Bill won the race for three minutes (before losing/winning).It is in principle possible to modify the period after the transition, since like other transitions this stateis pro�led. But because the state produced is similar to that produced by a perfective process, itsreversibility may be less salient. Context implying a clearly non-persistent reading often assists suchcases:(22) a. ??Bill reached the top for �ve minutes. [modi�es period at top, before descending]b. ?Bill reached the peak of �tness for three years. [modi�es period at peak, before descending]c. We put up the tent for the week. [modi�es period of tent being up, before being taken down]� Progressive form seems acceptable if both the process subnet is activated (with e�ort) and the goalstate seems to be satis�ed. For instance, Mary is winning the race modi�es a period before the winningevent, but not the entire process subnet; it is limited to modifying some subperiod that is restrictednot by time (Mary was winning for a few minutes at the beginning of the race) but by resemblanceto the goal state! The goal state can't, however, be said to actually obtain until the processing hasstopped; that is, the winning state has to be true at the end of the race as well.16



5 ConclusionsThis paper has made a number of proposals about the nature of aspectual composition that are cast ina framework like that of Cognitive Grammar but produce the broad generalizations that have long beenobserved in the wider linguistics literature. A few conclusions cannot be missed: aspectual phenomenainvolve rather subtle interactions at a level much �ner than that of individual events. Even assuming eventscome neatly segmented into objectively independent situations | which they clearly do not | within eachevent, structured subevents interact with each other in semi-predictable ways, and the potential for bothcommonality and variation across these subevents are the likely source of the overlapping and ambiguousdistinctions throughout the aspect literature. More importantly, however, aspect is largely a matter ofconstrual: how humans perceive the presence of paths and goals, the persistence and reversibility of states,the use of e�ort and intention, the homogeneity of actions | all of these conspire to determine the mostlikely interpretation of even the simplest sentence. The complexity of the phenomenon thus requires a rich,active representation that acknowledges and accommodates the essentially dynamic nature of both eventsand the environment, as well as the various cognitive factors that produce interpretations.Some general claims of this account:� Inherent verb semantics are claimed to provide a skeletal event specifying some combination of motor- orimage-schema change; this event representation is then 
eshed out by arguments and modi�ers, whichcan either instantiate pieces of the image-schematic representation according to mutual constraints andrequirements, or a�ect the 
ow of control through the graph and help constrain possible interpretations.� Finding a workable interpretation for a temporal modi�er or the progressive tense involves a constrainedsearch throughout the representation for an appropriate referent. This search may be constrained bypro�ling, which may determine scope for bounding/modi�cation.� A storehouse of general cognitive abilities appears necessary for understanding aspect: the ability to de-tect change, both over time and over some other dimension; the ability to detect a path or trajectory insome domain with respect to a landmark; binding of mental representations to individuals in the world;the consumption of resources (like e�ort and intention); the ability to distinguish count (bounded) andmass (unbounded) nouns, as well as naturally unbounded nouns that have had a boundary imposedon them; understanding of force dynamics involved in motor verb meanings; understanding of spatialprepositions and other image-schematic relations. These requirements, while complicating the picture,support the position that language is a bodily and conceptually grounded phenomenon.The proposed models of aspectual composition also make a few speci�c claims about the mechanismsenforcing aspectual composition. First, progressive form is hypothesized to be allowed only when activeprocessing takes place in a subnet requiring e�ort as a resource and thus implying the ability to stopthe relation by halting the expenditure of e�ort. Durative modi�cation, in contrast, generally inhibits therelation itself. The modeling of the di�erence between the two elucidates the alternate paths to achievingthe non-persistence of a state or process. In addition, the importance of both instantiation and boundariesseem surprisingly related: the identi�cation of an object as a valid goal seems to require it to be both boundand bounded.Finally, some speculation about the nature of the binding between image-schematic transformations andmotor control representations of event structure is in order. One hypothesis is that the binding is not purelybi-directional. Clearly, some parts of the motor schema rely on perceptual input that should match an imageschema to some degree; for instance, the x-schema for leave can't be activated unless something like an imageschema for in applies to the situation. Other parts of the image schema | movement along the trajectory,for instance | seem to be driven by execution (or simulated execution) of the PROCESS subnet's x-schema.It may be, then, that binding between the image schema and motor schema places indicate perceptualinput feeding the motor schema, while binding between the image schema and motor schema transitions(or subnets) indicate image-schematic transformations controlled by the x-schema. In any case, it is clearthat image- and motor-schematic representations of event structure must cooperate to model action andperception, and the attempt to integrate them in the study of aspect represents but a �rst step towardunderstanding the nature of that interaction. 17
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